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A B S T R A C T

Although the investigation of the neural mechanisms of morality has increased in recent years, the neural under-

pinnings of cultural variations in judgments of morality is understudied. In this paper, we propose that the well-

established cultural differences in two cognitive processes, consideration of mental state and causal attribution,

would lead to differences in moral judgment. Specifically, North Americans rely heavily on the mental state of a

protagonist and dispositional attributions, whereas East Asians focus more on situational attributions and place

less emphasis on the mental state of a protagonist. These differences would be accounted for by activity in brain

regions implicated in thinking about others’ minds, or theory-of-mind (ToM), which would underlie the cultural

shaping of moral judgment. This proposed cultural neuroscience approach may broaden the scope of morality re-

search, better predict moral behavior, and reduce disparities in diverse groups’ moral judgment.

1. . Introduction

Jacob, a 42-year old accountant, recently developed a serious al-

lergy to peanuts. His friend, Michael, invited Jacob over for dinner and

served baked Thai chicken with a substantial amount of peanut powder.

Immediately after dinner, Jacob sensed some irritation in his throat.

Within an hour, he experienced severe swelling in his throat and short-

ness of breath. He lost consciousness in an ambulance, and died soon af-

ter arriving at the hospital. Michael, who cooked the meal and did not

inform Jacob that it contained peanuts, was arrested the next day.

Prior research posits that two critical factors are considered when

making moral judgments—the protagonist’s mental state (e.g., whether

Michael believed that serving peanuts would kill his friend) and the

causal responsibility of the protagonist (e.g., the amount of responsibil-

ity attributed to Michael for his friend’s death) (Cushman, 2008). When

information about these critical factors is unavailable—or sometimes,

even when it is available—people tend to make intuitive and instanta-

neous inferences about them (Greene et al., 2001; Schnall et al., 2008;

Valdesolo & DeSteno, 2006). For example, some may blame Michael

with the assumption that he intentionally served peanuts in the meal,

while others may not presume such intention but may still blame him

for failing in his duty as the host to inform Jacob about the ingredients

in the meal. Some may conclude that there is no excuse for Michael’s
behavior and that he should take the full blame for Jacob’s death, while

others may mitigate their blame by speculating potential external con-

tributors such as the possibility that the initial symptoms were mild,

making it difficult to foresee how critical the situation would become,

or that the ambulance was delayed and only arrived after losing crucial

time that could have saved Jacob. In making moral judgments, we ar-

gue that the assumptions people make and the factors they consider are

largely shaped by their cultural backgrounds.

In our suggested model (Fig. 1A), culture influences two critical

processes needed to make moral judgments: the degree to which people

consider the protagonist’s mental state information, and causal attribu-

tion of the incident, which determines the causal responsibility as-

signed to the protagonist (Shultz et al., 1981). Both cognitive processes

inform moral judgment, producing judgments constructed under the in-

fluence of culture. Further, these processes are supported by the brain

network implicated in theory-of-mind (ToM)—the ability to represent

the mental states of others (Fig. 1B).

In the above example, if a “judge”—someone making a moral judg-

ment about Michael’s behavior—thinks that Michael served peanuts in
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Fig. 1. (A) A schematic representation of cultural influence on moral judgment,

mediated by the consideration of mental state and causal attribution, supported

by the theory-of-mind (ToM) brain network. (B) An enlarged view of the brain

regions implicated in ToM, composed of the dorsomedial prefrontal cortex

(dmPFC); precuneus; temporo-parietal junction (TPJ); and posterior superior

temporal sulcus (pSTS).

the meal with the intention of killing Jacob, they would conclude that

Michael's behavior was morally wrong. This judgment would be stable

regardless of the consequence of Michael’s behavior (Cushman, 2008).

Even in a parallel world where Jacob takes his allergy medication and

survives, as long as the judge believes that Michael intended to kill Ja-

cob, his behavior would still be immoral.

Then how much blame, or punishment, does Michael deserve? As

Cushman (2008) illustrated, in addition to whether it was Michael’s in-
tention to kill Jacob, the causal responsibility of Jacob’s death—the ex-

tent to which Michael caused the outcome—becomes critical in this

judgment. This assessment of causal responsibility precedes the assess-

ment of intention (hence the arrow from causal attribution to the con-

sideration of mental state in Fig. 1A; Cushman, 2008; Darley & Shultz,

1990; Shultz et al., 1981). For simplicity, we discuss these processes

separately, without considering their interplays.

In this paper, we review pre-existing literature to suggest the syn-

thesis of cultural psychology, moral psychology, and neuroscientific ap-

proaches to advance our understanding of moral judgment.1 We argue

that the cultural shaping of moral judgments is accounted for by a brain

network traditionally implicated in thinking about others’ minds, the

ToM region. While our aim is not to make an exhaustive list of the re-

1 Two of the authors (BP, SV) self-assessed the quality of this review, using

the Scale for the Assessment of Narrative Review Articles (Baethge et al., 2019)

as in previous literature (Aggarwal et al., 2020; Griffiths et al., 2021), and deter-

mined it to be of good quality (11 and 10, out of 12 possible points, respec-

tively).

search that should be done, we suggest a few testable research ideas

that the field can start to examine.

Our model and approach are motivated by the following three con-

siderations. First, in spite of the ample evidence that culture shapes in-

dividuals’ cognitive processes contributing to moral judgment (i.e.,

consideration of mental state and causal attribution), the cultural shap-

ing of morality has been relatively overlooked (Schein & Gray, 2018;

Waldmann et al., 2012). A recent meta-analysis that included 419 stud-

ies in the field of moral psychology found that these studies rarely ex-

amined specific societal influences (7 %) or any forms of group-based

identity in relation to morality (less than 1 %) (Ellemers et al., 2019).

Second, our proposed model can broaden the scope of research in

the field of moral judgment. It is well established that people update

their moral judgment about a protagonist when they behave unexpect-

edly given their dispositional characteristics (e.g., when a morally good

person does something bad; Hughes et al., 2017; Kim et al., 2021;

Kliemann et al., 2008; Park et al., 2021). However, cases where the pro-

tagonist's behavior is unexpected given their situation (e.g. someone be-

having inappropriately given their role and circumstance) have been

understudied. A cross-cultural approach promotes the investigation of

the latter, in addition to the previously studied dispositional expecta-

tion by the Western cultural group.

Third, this line of research will help us better understand the under-

lying processes of moral judgment. Even when people from different

cultural backgrounds make the same moral judgment about a given be-

havior, it does not guarantee the involvement of the same cognitive

processes underlying the judgment. Some may focus on information

about the protagonist and their mental state; others may focus on infor-

mation about the situation and other relevant factors such as the out-

come of the action. A neuroscientific approach will help us elucidate

these complex underlying processes (Kitayama et al., 2017; Park et al.,

2018). By deepening our understanding of cultural influence on moral

judgment, we hope to facilitate intercultural communication in daily

lives, in courtrooms, and a more inclusive societal justice system, all the

while promoting the expansion of this field of research.

2. Defining culture in morality

Under the operational definition of culture, “the collective program-

ming of the mind that distinguishes the members of one group or cate-

gory from others” (Hofstede, 1991, p. 5), we particularly focus on the

Individualistic (Western) vs. Collectivistic (Eastern) dichotomy. We rely

on the comparison between European Americans and East Asians as a

window to look into cultural differences, using nationality-based group

identity (e.g., Chinese, Japanese) interchangeably with the East Asian

cultural group. While individualistic cultures emphasize independent

relationships, personal goals, autonomy, and individual competence,

collectivistic cultures emphasize interdependent relationships, group

goals, group cohesion, and community cooperation (Matsumoto &

Kupperbusch, 2001; also see Heine et al., 2002 and Oyserman et al.,

2002).

We chose to focus on the Western vs. Eastern dichotomy for three

reasons. First, the differentiation between Western and Eastern cultures

has steadily developed since the establishment of human society, based

on various subsistence styles such as herding vs. farming (Kitayama et

al., 2017; Talhelm et al., 2014; Uskul et al., 2008). This long-term evo-

lution of culture has provided an important context for gene selection

and evolution (Chiao & Blizinsky, 2010; Kim et al., 2011; Kim & Sasaki,

2014; Kitayama et al., 2016, 2017; Kitayama & Uskul, 2011; Meaney,

2001), lending a strong foundational support for the use of this cultural

comparison to assess the interplay between culture and the biological

underpinnings of the human mind.

Second, in order to predict the systematic impact of culture on

moral judgment and the underlying neural support, we had to start

with cultures that have already shown distinctively different social and
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cognitive processes. Our attempt to propose neuro-behavioral studies

investigating systematic cultural differences in moral judgments would

function as a springboard to expand the scope of cultural groups studied

in this field.

Third, we aim to build on the limited but insightful evidence that

shows the differences in moral judgment between Western and Eastern

cultures. When explaining a social event, Asians focus less on the pro-

tagonist’s mental state and dispositional characteristics but more on sit-

uational explanations than Americans (Hamilton et al., 1983; Morris &

Peng, 1994). We advocate for the consideration of such critical evi-

dence and its exploration through a neural lens, in the realm of moral

judgment.

3. The neural correlates of morality

The judgment of morality is supported by various parts of the brain,

reflecting its complex nature (Young & Dungan, 2012). An activation

likelihood estimation (ALE) meta-analysis study, analyzing 84 func-

tional magnetic resonance image (fMRI) datasets (1963 participants),

confirmed that regions including the ventromedial prefrontal cortex

(vmPFC), dorsomedial prefrontal cortex (dmPFC), left lateral or-

bitofrontal cortex (llOFC), amygdala, right and left temporo-parietal

junction (rTPJ and lTPJ), and precuneus were associated with a variety

of moral tasks (Eres et al., 2018).

Moral judgments can be emotionally driven in some cases, recruit-

ing brain regions that process emotional information. In the famous

trolley problems, a protagonist attempts to produce the same conse-

quence through methods evoking different emotional responses. In the

“footbridge” version, participants assess the moral permissibility of a

situation where a trolley is headed towards five people, and the only

way to block the trolley and save them would be by pushing one other

person off a footbridge. For most people, this solution is more emotion-

ally demanding, and therefore morally impermissible, compared to the

solution of the “switch” version—saving five people by using a switch

to divert the trolley onto a different set of tracks, thereby killing one

other person on the other set of tracks (Foot, 1967; Hauser et al., 2007;

Thomson, 1976; Valdesolo & DeSteno, 2006). Researchers found that

such emotion-arising moral judgments activate regions associated with

responding to emotional salience and reward information, such as the

OFC, posterior cingulate cortex, amygdala, and, particularly, the

vmPFC (Greene et al., 2001; Greene & Haidt, 2002; Helion & Ochsner,

2018; Moll et al., 2005; Treadway et al., 2014). The vmPFC has been in-

dicated to engage in affective mentalizing, or the inference of/sharing

of others’ affective states, functioning as a key region for moral judg-

ment mediated by emotion (Eres et al., 2018; Takahashi et al., 2015;

Young & Dungan, 2012). Other studies found that the vmPFC combines

information about a protagonist’s intention underlying their behavior,

and the outcome delivered by the behavior (Cooper et al., 2010), sug-

gesting its role in converting information from different

sources—including the protagonist’s emotion, intention, and the out-

come—into a common currency to integrate them for a judgment (Chib

et al., 2009; Decety & Michalska, & Kinzler, 2012; De Martino et al.,

2013; Glimcher & Fehr, 2013). Other regions in the frontal network of

the brain, such as the dorsolateral (dlPFC) and ventrolateral (vlPFC)

prefrontal cortices, also participate in moral judgments (Forbes &

Grafman, 2010); vlPFC is implicated in emotion regulation and value

integration, while dlPFC is associated with cognitive control. These re-

gions are often conjointly recruited in response to emotionally demand-

ing moral dilemma scenarios (Greene et al., 2001; Greene & Haidt,

2002; Greene et al., 2004; Hu & Jiang, 2014; Kim et al., 2019; Moll & de

Oliveira-Souza, 2007; Young & Dungan, 2012).

Some of the most actively investigated regions are those associated

with the consideration of another’s mind, or ToM, serving as the core

contributor to moral judgment (Cushman, 2008). ToM-evoking tasks

have been reported to consistently activate several key nodes in the

brain; rTPJ, lTPJ, dmPFC, posterior superior temporal sulcus (pSTS),

and precuneus (Decety & Cacioppo, 2012; Dodell-Feder et al., 2011;

Saxe, 2009; Saxe et al., 2004; Saxe & Kanwisher, 2003; Saxe & Powell,

2006) (Fig. 1B). Other frontal regions of the brain, such as the anterior

region of the rostral mPFC, vmPFC, and anterior cingulate cortex (ACC)

were also recruited in response to ToM tasks (Amodio & Frith, 2006;

Frith & Frith, 2006; Krueger et al., 2008; Lombardo et al., 2009; Walter

et al., 2004). An ALE meta-analysis of 144 datasets (3150 participants)

revealed that the mPFC, ranging from ventral to dorsal, and bilateral

TPJ, were consistently activated across different ToM tasks

(Molenberghs et al., 2016); this was replicated in cross-cultural studies

with some cultural tuning (Adams et al., 2010; Kobayashi et al., 2006).2

These regions are also recruited for moral judgments, such as forgiving

justifiable harmful behaviors (i.e., the behavior was accidental), con-

demning wrongdoers, and blaming or praising negative and positive be-

haviors (Young et al., 2007, 2011; Young, Nichols, et al., 2010; Young

& Saxe, 2009a).

Studies have found that the ToM network additionally supports de-

tecting the unexpectedness of others’ behavior and undertaking the

process of integrating inconsistent information (Koster-Hale & Saxe,

2013). Participants in a study were presented with stories in which a

protagonist had a neutral or a negative belief (e.g., believing that a

white substance they put in their friend’s coffee is sugar [neutral] or

poison [negative]), which produced either a neutral or a negative out-

come (e.g., the friend who drank the coffee was fine [neutral] or died

[negative]). ToM network regions, especially the rTPJ, showed en-

hanced activity when a protagonist’s belief and the respective outcome

of their behavior contradicted each other—especially when a protago-

nist with a negative belief produced a neutral outcome (Young et al.,

2007, 2011; Young & Saxe, 2009a). We suggest that the ToM network

would provide the neural basis for cultural differences in moral judg-

ments, especially those relying on the protagonist’s mental state and

judgment of their causal responsibility, which we will discuss below.

4. Cultural impact on the consideration of mental states in moral
judgment

As previously reviewed, in determining the wrongness of Michael’s
behavior, the discussion would largely depend on Michael’s intent

(mental state) to harm. Previous studies often compared this informa-

tion to another critical piece of information relevant to moral judgment,

i.e., the actual outcome of the protagonist’s behavior. They converged

on consistent findings; people perceive harm done with a negative in-

tent as morally impermissible compared to harm done without any neg-

ative intent, even when the harm inflicted is comparable (Ames & Fiske,

2013; Cushman, 2008; Cushman et al., 2013; Darley & Huff, 1990;

Parkinson & Byrne, 2018; Young, Nichols, et al., 2010). We will focus

on this contrast in this section, reviewing previous behavioral reports

that East Asians place less emphasis on mental state information com-

pared to European Americans.

In one study, Japanese participants’ evaluation of protagonists de-

pended less on the protagonists’ mental state (e.g., a brother hurt his

brother accidentally vs. due to an emotional outburst) compared to

2 Kobayashi et al. (2006) found that in Japanese bilingual participants, right

inferior frontal gyrus (rIFG) was more activated than in monolingual Americans

during a ToM task relative to a non-ToM task. Although inspiring, because of

concerns regarding specific experimental tasks of this study, i.e., the non-ToM

task included a social component that possibly had evoked some levels of ToM

activity (e.g., interaction between two people, such as a fight; Saxe et al., 2009),

we are not going to discuss this cultural variation further. Adams et al. (2010)

found that the ingroup advantage in decoding mental states from eyes can be

associated with ToM network activity, such as greater bilateral pSTS recruit-

ment during ingroup mental state inference than outgroup mental state infer-

ence. However, ingroup advantage is out of the scope of this review and we are

not going to discuss it further.
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Americans. Instead, they relied on information about the protagonists’
role, viewing protagonists more negatively when they held a role of

higher authority in the situation (e.g., a mother [vs. a brother] hurt her

child [vs. another brother]) (Hamilton et al., 1983). When American

and Chinese participants were presented with descriptions of harmful

behaviors, the more Americans perceived that the protagonist had

agency (i.e., how much free will they had), the more they blamed the

protagonist. Chinese participants’ moral judgments, however, were sig-

nificantly dependent on the severity of the behavior’s outcome, but not

on the perceived agency (Feinberg et al., 2019). Another study found

that when the protagonist’s intent to cause harm was emphasized in a

story, but the victim was sacrificed by an independent source (e.g.,

Emma wanted to kill her husband at a lake, but her husband drowned

by accident), North Americans were more likely to perceive the protag-

onist as morally responsible compared to East and South Asians (Plaks

et al., 2016).

Why is the perceived mental state a more significant factor in moral

judgment for European Americans compared to East Asians? As

Feinberg et al. (2019) suggested, culturally shaped models of self, and

models of agency, may account for these differences. In individualistic

European American cultures, the predominant model of the self is the

independent self-construal (Markus & Kitayama, 1991). The self is dis-

connected from others and external contexts, and actions stem from the

independent and autonomous self, disjoint from the actions of others

(“disjoint model of agency”; Markus & Kitayama, 2003; Mesquita &

Markus, 2004). With no other factors that may contribute to the behav-

ior, European Americans would perceive the behavior as an immediate

reflection of the protagonist’s mind (Feinberg et al., 2019). Therefore,

information about others’ mental states is important in responding to,

and evaluating behavior (Markus & Kitayama, 2003; Plaks et al., 2016).

When information about others’ mental states is not accessible, Euro-

pean Americans may readily infer the protagonist’s mental state to be

consistent with their behavior.

In collectivistic East Asian cultures, the prevalent model of self is an

interdependent self. Here, the self is flexible and multi-faceted (Chiao et

al., 2009; Chiu et al., 2000; English & Chen, 2007), defined in the con-

text of important social relationships, responsibilities, and the sur-

rounding environment. One’s actions are not entirely based on the per-

son’s goals and intentions, but can be a product of one’s interactions

with others, their responsibilities, and their surroundings (“conjoint

model of agency”). Since there can be a myriad of factors that con-

tribute to a protagonist’s behavior above and beyond the protagonist’s
mental state (Markus & Kitayama, 2003; Mesquita & Markus, 2004),

when judging behavior, mental state may be less informative. In the ab-

sence of this information, East Asians may not readily infer the protago-

nist’s mental state as corresponding to their behavior, nor would they

infer that the behavior is an exact reflection of the protagonist’s mental

state.

Evidence suggests that East Asians may be more accepting of incon-

sistencies between one’s inner mental state and actions, supporting the

above arguments. For example, Asians admit that their choices can be

unreflective of their preferences (Park et al., 2013; Savani et al., 2008),

and experience a lesser need to maintain consistency between their ac-

tions and inner preferences than Americans (Heine & Lehman, 1997;

Kitayama et al., 2004; Lee & Jeyaraj, 2014). While Americans perceive

that people’s actions derive from within themselves, Asians are more

likely to construe people’s actions as responsive to the expectations of

others and situations (Savani et al., 2010). The same tendency was re-

ported when East Asians observed others’ behaviors. When presented

with the classic “Good Samaritan” story, in which a morally good pro-

tagonist did not help another person due to a pressing situation (i.e.,

was in a hurry), East Asian participants were less surprised than Euro-

pean Americans, tolerating the behavior conflicting with the protago-

nist’s mental state (Choi & Nisbett, 2000). In the typical correspon-

dence bias study paradigm, when participants were asked to make in-

ferences about a writer’s personal belief after reading their essays sup-

porting a specific opinion, American participants were more likely to

infer that the writer would have the corresponding belief endorsed in

the essay. They believed so even when it was explicitly stated that the

writer was only asked to support that opinion in their essay (Jones &

Harris, 1967). East Asians, on the other hand, showed a much weaker

correspondence bias when the external pressure on the writer was

made salient (Choi & Nisbett, 1998; Masuda & Kitayama, 2004;

Miyamoto & Kitayama, 2002). These studies suggest that while Ameri-

cans were more likely to infer that the protagonist’s mental state would

be consistent with their behavior, East Asians were more vigilant to ex-

ternal factors that contributed to the protagonist’s behavior above and

beyond their mental state. When making moral judgments, they may

place less weight on mental state, and greater weight on other relevant

factors such as the outcome, compared to Americans.

5. Theory-of-mind network and cultural differences in
consideration of mental states

Prior research confirms the engagement of the ToM network in

thinking about others’ mental states and in constructing intent-based

moral judgments. The rTPJ, in particular, supports the judgment of

whether a behavior was intentional or accidental. The activity in the

rTPJ was found to be correlated with the degree to which people for-

gave accidental harm (harm done with innocent intent), blamed failed

attempts to harm (malice intended, but no harm resulted), and miti-

gated praise for unintentional help (Young et al., 2007, 2011; Young,

Nichols, et al., 2010; Young & Saxe, 2009a).

The multi-voxel pattern analysis (MVPA) approach, examining how

distinctive the activation patterns of voxels within the rTPJ are in re-

sponse to different stimuli, provides further support for the engagement

of the rTPJ in mental state reasoning. One MVPA study demonstrated

reliably distinctive spatial patterns of voxel activation within the rTPJ

when people viewed stories of intentional harm vs. accidental harm

(Koster-Hale et al., 2013). Participants who showed more discriminable

neural patterns in the rTPJ were more likely to forgive accidental harm

than intentional harm. Other studies found that disrupting rTPJ activity

by transcranial magnetic stimulation (TMS) at 1HZ for about half an

hour, or even short bursts of TMS at 10 Hz for 500 ms, reduced partici-

pants’ reliance on intent when making moral judgments, while increas-

ing the excitability of the rTPJ promoted more intent-based judgments

(Sellaro et al., 2015; Young, Camprodon, et al., 2010). Among young

children, the timing of rTPJ’s development overlaps with when they

start making intent-based moral judgments instead of outcome-based

ones (Gweon et al., 2012; Richardson et al., 2018). These studies sug-

gest that ToM network regions, especially rTPJ, are critical in inferring

the mental state of others’ behavior.

We propose that the ToM network and particularly rTPJ would ex-

hibit cultural differences in moral judgments, especially differences

evoked by their consideration of mental state (most notably, intent in-

formation). We summarized the key research ideas in Table 1; some of

these have already been behaviorally supported as we will describe be-

low. First, when the protagonist’s mental state information underlying

their behavior is unavailable (Table 1, first row), people may differ in

their readiness to infer mental states to make a moral judgment. Euro-

pean Americans may more readily engage in mental state inference, as-

suming the protagonist’s behavior is a direct reflection of their mental

state. They may do so even when there is no clear need to infer the pro-

tagonist’s mental state. This spontaneous mental state inference would

be echoed by increased ToM region activity, tightly tracking their moral

judgments, as indicated in previous literature (Ma et al., 2011; Moran et

al., 2014; Spiers & Maguire, 2006; Young & Saxe, 2009b).

East Asians, however, more readily perceive one’s behavior to be

the product of the protagonist’s mental state and their surroundings

compared to European Americans (Markus & Kitayama, 2003; Mesquita

4



CO
RR
EC
TE
D
PR
OO

F

B. Park et al. Biological Psychology xxx (xxxx) 108423

Table 1
Summary of key research ideas.

Task conditions European American East Asian

Moral Judgment

driven by

consideration of

mental state

(intention)

Mental state

information

NOT available

↑ Spontaneous

mental state

inference

↑ Association

between ToM

activity and moral

judgment

↓ Spontaneous

mental state

inference

↓ Association

between ToM

activity and moral

judgment

Mental state

information

available

↑ Reliance on

mental state

↑ Association

between ToM

activity and moral

judgment update

↓ Reliance on

mental state

↓ Association

between ToM

activity and moral

judgment update

Moral Judgment

driven by causal

attribution

Making non-

default

attribution

↑ Situational

attribution

↑ ToM activity and

↓ Blaming

↑ Dispositional

attribution

↑ ToM activity and

↑ Blaming

Receiving

conflicting

information

against behavior

Social prediction

error

based on

disposition

Social prediction

error

based on situation

Note. ToM activity: Theory-of-mind region activity.

& Markus, 2004). Since one’s behavior often does not directly reflect

their mental state, behavior is less informative in indicating it. There

are two possibilities. First, East Asians may be reluctant to engage in

mental state inference, especially when they are not prompted to do so

or see no clear need for mental state information, displaying delayed

and decreased ToM activity compared to European Americans. Second,

East Asians may infer the protagonist’s mental state as much as Euro-

pean Americans, but do not rely on the inferred mental state informa-

tion when making moral judgments. Even though East Asians may show

similar levels of ToM activity to European Americans, this activity may

track their moral judgments less tightly compared to European Ameri-

cans. In order to fill this shortage of information, East Asians may be

more likely to leverage other information that can explain the protago-

nist’s behavior, such as the information on the outcome (Feinberg et al.,

2019), the social role of the protagonist (Hamilton et al., 1983), or

other situational factors that we will discuss in the next section.

What would happen if the mental state information was available

(Table 1, second row)? We sometimes come across someone who has in-

flicted harm but actually meant no ill (accidental harm)—or vice versa,

that someone who delivered no harm actually meant ill (failed attempt

to harm). Often the mental state of the person is revealed only after we

learn about their behavior. For instance, when we only observe some-

one’s action and later have an opportunity to talk with them about why

they did it. This requires adjusting our initial moral judgment based on

the behavior, which is also supported by the ToM network. When pro-

vided with incongruent mental state information about someone’s be-

havior (e.g., someone harmed another but had no harmful intention),

the ToM network engages in reconciling the inconsistency and incorpo-

rates new information into pre-existing evaluations. Specifically, a suc-

cessful update of the evaluation about the protagonist is accounted for

by enhanced activity in the TPJ and dmPFC (Baron et al., 2011; Kim et

al., 2021; Park et al., 2021; Thornton & Mitchell, 2018; see also Mende-

Siedlecki & Todorov, 2016).

When observing a behavior without the mental state, European

Americans may have already inferred that the protagonist’s mental

state would be congruent with their behavior. If the actual mental state

information turns out to be in contradiction to the behavior, they may

rapidly activate the ToM network to factor in this new information and

adjust their moral judgment. The greater ToM network activity they

show, the more they would update their initial judgment, for in-

stance—forgiving accidental harm and condemning intended harm, as

reported in previous literature (Young et al., 2007, 2011; Young,

Nichols, et al., 2010; Young & Saxe, 2009a).

East Asians, on the other hand, accept that someone’s surface be-

havior can conflict with their inner mental state, and experience a de-

creased need to adjust their initial judgment. This would be reflected in

lower ToM network activity compared to European Americans. Even

when East Asians process the new mental state information by activat-

ing their ToM network, it may not closely track their moral judgment

update, given that they may not rely on mental state information as

much as European Americans do. Again, to compensate for this infor-

mational gap, East Asians would rely on other relevant information that

is accessible.

In addition to the magnitude of activity in ToM regions, the spatial

patterns of activity within this network, revealed by the MVPA ap-

proach, may lend methodological support to examine the cultural influ-

ence. Previous literature found that the spatial patterns of voxel activity

within the ToM regions are more distinctive for tasks in which intention

information is particularly important vs. less important (Chakroff et al.,

2016). Applying this, European Americans, who rely on mental state in-

formation more, may show more distinctive patterns of voxel activation

within the ToM network compared to East Asians when making moral

judgments regarding intentional harm vs. accidental harm.

Compensating for their relatively low reliance on ToM network, we

suggest that East Asians may additionally recruit other brain regions

implicated in the process and integration of information from multiple

sources to make moral judgments. One candidate would be the vmPFC,

playing a critical role in converting values from various sources into a

common currency and integrating them to inform a judgment (Chib et

al., 2009; Ciaramelli et al., 2012; Cooper et al., 2010; De Martino et al.,

2013; Glimcher & Fehr, 2013). In one study, Behrens et al. (2008) asked

participants to choose between two options to acquire points associated

with the chosen option. Participants could refer to an ostensible advi-

sor’s recommendation in making their choices, but they had different

aims; while participants’ aim was to maximize the earned points, the

advisor’s goal was to make participants’ score within a certain limited

range. Thus, participants were required to keep track of the predicted

points associated with the choice options, and the advisor’s intention at

the same time. The researchers found that vmPFC integrated these two

information sources, combining the predicted scores encoded in re-

ward-processing regions and the intention of the advisors tracked by

the ToM network. Because of East Asians’ need to integrate a broad set

of information with the protagonist’s intention, their moral judgment

may be supported more by the vmPFC compared to European Ameri-

cans.

We suggest that East Asians may place less emphasis on the protago-

nist’s mental state, while also stressing that they do not make any less

sophisticated moral judgments. In the moral development theory,

Piaget (1932) and Kohlberg (1969) conceptualized that incorporation

of others’ beliefs and opinions is required to make a more developed

moral judgment. In addition to the critics of these theories

(Oesterdiekhoff, 2013; Snarey, 1985), we want to emphasize, first, we

do not argue that East Asians are not capable of considering others’ in-

tention in moral judgment, but that they perceive a lesser need for it.

Second, over and above the mental state of the protagonist, East Asians

consider a broader set of relevant information. For example, Feinberg et

al. (2019) found that Chinese participants factored in the outcome of

the behavior more than European Americans to blame the protagonist,

driven by their consideration of potential damage to social harmony.

Chinese participants estimated greater disruption of harmony when the

outcome from a behavior was severe, which made them blame and pun-

ish such behavior more than Americans did, thus holistically consider-

ing the complex influences an action could deliver. Supporting the no-

tion that East Asians may consider a broader span of information in

making moral judgment, we will turn our discussion to the considera-

tion of situational information in the next section.
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6. Cultural impact on attribution and moral judgment

Revisiting our earlier example, Michael served a meal with peanuts

to Jacob, who recently developed an allergy to them, which eventually

killed him on the way to the hospital. How much blame or punishment

does Michael deserve?

When determining the level of blame and punishment a protagonist

deserves for their behavior, the causal responsibility of the protagonist

plays a key role. An evaluation of the protagonist’s mental state also

contributes to this judgment, but it would only occur after assessing the

protagonist’s causal responsibility (Cushman, 2008; Darley & Shultz,

1990; Shultz et al., 1981). If no harm was caused by the protagonist,

then it would be unnecessary to evaluate whether they are morally re-

sponsible for it (Darley & Shultz, 1990).

Judging whether Michael caused any harm varies as a function of

the extent to which contextual information of the incident is considered

(Shultz et al., 1981). If the initial symptoms of Jacob's allergy were only

mild and it was difficult to foresee how serious it could be, or if the am-

bulance was delayed and arrived only after Jacob's condition deterio-

rated significantly, then the causal responsibility of Michael—hence the

blame he deserves—will be mitigated. Indeed, previous research found

that actions attributable to situations are perceived as morally less

blameworthy (Heider, 1958; Weiner, 1995).

However, studies also revealed that people often underestimate the

influence of situational factors (Jones & Harris, 1967; Nisbett et al.,

1973; Ross, 1977), which can then result in more disposition-based

moral judgment. For instance, in evaluating a protagonist who had

stolen something, people perceived them as immoral despite learning

that they stole under external pressure and predicted that the protago-

nist would be dishonest in other situations as well (Reeder & Spores,

1983). Such dispositional explanations are more prevalent in European

American culture (Miller, 1984; Zebrowitz-McArthur, 1988), poten-

tially driven by their biased attention to perceptual cues; European

Americans are more likely to pay attention to, and attribute causality

to, the focal object, such as the protagonist in social domains (Lassiter

et al., 2002; Moran et al., 2014; Taylor & Fiske, 1975). East Asians, on

the other hand, are more likely to pay attention to the background or

the context as well as the focal object, assuming that the focal object’s
behavior is influenced by the situation (Choi et al., 1999; Hong et al.,

2003; Masuda et al., 2008; Masuda & Nisbett, 2001; Nisbett et al.,

2001).

Research examined these differences from a neural perspective, al-

though mainly in the object-perception domain. In one study, when

presented with a focal object on an atypical background (e.g., a crab in

a parking lot) compared to a typical background (e.g., a crab on a

beach), Asian Americans showed a more amplified N400 event-related

potential (ERP) than European Americans, indexing the detection and

increased processing of semantic incongruency (Goto et al., 2009).

Asians also showed greater adaptation in their bilateral occipital com-

plexes to objects against atypical [vs. typical] backgrounds after re-

peated exposures compared to Americans (Jenkins et al., 2010), sug-

gesting greater attention to the background and sensitivity to the incon-

gruence between the focal object and the background. When judging

the cause of physical events (e.g., animations of object collisions), Chi-

nese participants recruited their left parietal cortex, sensitive to an inci-

dent's contextual information, more than Americans (Han et al., 2011).

In contrast, when processing an object and a background simultane-

ously, Americans showed greater activity in object processing regions,

such as bilateral middle temporal gyrus and left superior parietal gyrus,

compared to Asians; suggesting Americans’ greater focus on an object

compared to its background during perceptual processing (Gutchess et

al., 2006). Another study found that Americans were more likely to at-

tribute physical events to dispositional factors (e.g., weight) and less to

situational factors (e.g., gravity) compared to Chinese (Peng & Knowles,

2003).

In a social context, the focal person could analogously be the focal

object placed in the background—or situations (Baron & Misovich,

1993; Heider, 1944; Jones & Nisbett, 1972). The cultural differences in

perceptual attention to the object vs. background remains consistent in

the social context. For example, Americans’ inference about the focal

person’s emotional state was less influenced by the emotion expressed

by others in the background than Asians. When the focal person smiled

and others in the background frowned, Asians rated the focal person to

feel less happy than Americans, suggesting that they paid greater atten-

tion to the surroundings and discounted the focal person’s emotion if it

was incongruent with the emotion displayed by the background

(Masuda et al., 2008).

Reflecting these differences, Americans’ suggested default goal is

“to learn about actors’ dispositions rather than the situations they are

in” (Krull, 1993; Newman, 1993). When making attributions, European

Americans tend to make more inferences about the protagonist, there-

fore, explaining behaviors based on dispositional attributions (i.e., pro-

tagonist’s personal characteristics); and making fewer inferences based

on situational attributions compared to East Asians (Choi et al., 2003;

Lee et al., 2017; Na & Kitayama, 2011; Nisbett et al., 2001).

For instance, sports articles and editorials of newspapers published

in the United States were found to focus more on the athletes' disposi-

tion and less on their situation than those published in Hong Kong (Lee

et al., 1996). When provided with different behavioral descriptions

(e.g., “She jumped over the fence with ease”) and later words implied in

the behaviors, either dispositional (e.g., [she is] “athletic”) or situa-

tional (e.g., [fence was] “low”), European Canadians more readily

learned dispositional words than situational words (Lee et al., 2017).

Japanese participants, on the other hand, showed no differences in

learning dispositional vs. situational words. In another study, European

American and Asian American participants viewed a series of faces ac-

companied by different behaviors that implied specific traits. When

they saw the faces again with different trait words (antonyms) in a sub-

sequent task, European Americans showed an enhanced N400 ERP

component measured from the parietal lobe, indexing perceived incon-

gruity. These findings suggest that European Americans spontaneously

inferred the trait of an individual from the behavior they read in the

first task. Asian Americans showed no differences in their N400 (Na &

Kitayama, 2011).

Another body of studies revealed that East Asians are more success-

ful in accounting for situational influences to explain others’ behaviors

compared to European Americans. For instance, when asked to make

causal explanations about mass murders, while Americans focused

more on the disposition of the mass murderers (e.g., mental instability)

and other negative traits, Chinese participants provided more specula-

tions on the potentially relevant situational and contextual factors (e.g.,

the availability of guns) (Morris & Peng, 1994; Nisbett et al., 2001; see

also Krull et al., 1999). It seems that East Asians’ situational attribution

is automatic; even under cognitive load, Hong Kong Chinese partici-

pants successfully factored in situational contributors while European

Americans showed enhanced dispositional attribution (Knowles et al.,

2001). Lastly, when primed with Asian identity, bicultural participants

made more situational attributions and less dispositional attributions

than those primed with American identity (Hong et al., 2003).

Despite significant prior work on the cultural shaping of attribution,

to our knowledge, there has been little research directly connecting this

to moral judgment and investigating its neural underpinnings. As one of

the few exceptions, a study found that Chinese participants, when com-

pared to their American counterparts, perceived a protagonist who

committed financial fraud as less immoral when the protagonist was

under clear situational pressure (under immense financial pressure, was

forced by their supervisor, or needed money to help their relatives;

Wong-On-Wing & Lui, 2007, 2013). Similarly, Indians discounted the

accountability of the protagonist more than Americans did when

enough contextual information was given (e.g., protagonist undergoing
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an emotional breakdown; Bersoff & Miller, 1993). Indians also de-

scribed good or bad behaviors using more situation-focused terms and

less disposition-focused terms than Americans (Miller & Luthar, 1989).

However, these studies did not empirically examine the underlying psy-

chological mechanisms, and/or control for confounding variables be-

tween cultures (e.g., importance of following orders from someone

higher in hierarchy). Moreover, to our knowledge, little investigation

has been conducted on its neural underpinnings.

7. Theory-of-mind and cultural shaping of attribution

Reflecting the fact that both dispositional and situational informa-

tion is needed to understand someone’s mind, regions in the ToM net-

work, such as the TPJ, precuneus, and pSTS have consistently been re-

ported to be engaged in both types of attribution (Blackwood et al.,

2003; Kestemont et al., 2013, 2015, 2016; Seidel et al., 2010). In one

study (Kestemont et al., 2013), participants read different sentences

that implied different attributable causes of the event, the person (e.g.,

Jun gives a bouquet at arrival [this person is romantic]) or the situation

(e.g., Gabril changes the ink [the ink holder was empty]). The re-

searchers found that both the dispositional and the situational attribu-

tions activated bilateral TPJ, bilateral pSTS, precuneus, and vmPFC.

Other studies found that explaining social events (e.g., “A friend talked

about you behind your back”) by external factors, such as by another

person or the situation, compared to internal factors, such as oneself,

was associated with activity in the left pSTS, left TPJ, and precuneus

(Blackwood et al., 2003; Seidel et al., 2010). Another study (Brosch et

al., 2013) presented scenarios about the behavior of a protagonist (e.g.,

“Tom left the restaurant in a hurry without tipping the waitress”) and

the situational background (e.g., “Tom’s baby was screaming”) sepa-

rately, and found that the display of the situational background made

participants recruit their dmPFC. When participants successfully used

this information and made situational attributions, it was explained by

enhanced dlPFC activity. These findings suggest that greater engage-

ment of the ToM network, as well as cognitive effort (indexed by

dlPFC), may be needed for Americans—the primary participants in

these studies—to engage in attribution that was not their default (i.e.,

situational attribution instead of dispositional attribution).

Based on this rationale, we propose that when people effortfully

make attributions that are not their default, they would show greater

ToM region activity, and end up making different moral judgments than

usual (Table 1, third row). European Americans may engage in situa-

tional attribution by recruiting their ToM region more than they would

in dispositional attribution, and therefore, end up blaming a protago-

nist’s immoral behavior less than usual. In contrast, East Asians may en-

gage in dispositional attribution by recruiting their ToM region more

than when they make a situational attribution, and end up blaming a

protagonist’s immoral behavior more than usual.

Our last research idea is based on the recent speculation that sug-

gests that the ToM network also supports reconciling unexpected social

information about protagonists, ultimately encoding social prediction

error (i.e., discrepancy between the observer’s expectation of the pro-

tagonist’s behavior and their actual behavior) (Koster-Hale & Saxe,

2013). When a moral protagonist commits a harmful behavior, or when

an ill-natured protagonist does not perform a tempting harmful behav-

ior, social prediction error is evoked. Activation of the ToM network,

especially the rTPJ, has been reported in response to these discrepan-

cies (Dungan et al., 2016; Kim et al., 2021; Koster-Hale & Saxe, 2013;

Park et al., 2021), supporting the updated representations of others’
characteristics (Baron et al., 2011; Kim et al., 2021; Park & Young,

2020; Thornton & Mitchell, 2018).

A group of researchers provided participants with information

about protagonists (e.g., a princess was preparing to attend a royal din-

ner party) so that they could form certain expectations about the pro-

tagonists’ behaviors. Subsequently, participants were informed about

the protagonists’ actual behavior. The rTPJ and dmPFC were preferen-

tially recruited when the protagonist’s behavior was unexpected (e.g.,

the princess had macaroni for dinner) vs. expected (e.g., the princess

had salmon for dinner) (Dungan et al., 2016). Another study made par-

ticipants observe negative behaviors of an otherwise moral protagonist

(i.e., a close friend). The degree to which participants showed increased

rTPJ activity explained the degree to which they negatively altered

their moral judgment about this protagonist, suggesting that rTPJ sup-

ported the incorporation of the newly presented negative information

about the protagonist (Park et al., 2021). Increased ToM region activi-

ties were also associated with reduced punishment for harm done in the

interest of the victim (e.g., killing one’s wife to relieve her from pain

due to a terminal illness) (Yamada et al., 2012), which might flag the

social prediction error caused by the seemingly harmful outcome and

the underlying prosocial motivation.

We suggest that there would be cultural differences in the degree of

social prediction error people experience, especially due to its source

(Table 1, fourth row). For instance, European Americans, who tend to

make more dispositional attributions, would experience greater social

prediction error when there is a discrepancy between the protagonist’s
disposition and their behavior (e.g., a good protagonist committing a

harmful behavior) compared to East Asians. This would be indexed by

increased ToM activity, which would account for European Americans’
incorporation of the protagonist's behavior and updating the evaluation

of their morality as in previous studies (Baron et al., 2011; Kim et al.,

2021; Park et al., 2021; Thornton & Mitchell, 2018).

East Asians, in contrast, may be tolerant to inconsistency between

others’ behaviors and their dispositional information. Instead, they

may be more sensitive to inconsistency between behavior and the situa-

tional information (e.g., in a situation when it was very difficult to help,

a protagonist still helped another), experience greater social prediction

error, and show enhanced ToM activity. This increase in ToM activity in

turn would explain their updated evaluation about the protagonist’s
morality, factoring in their behavior. Supporting East Asians’ sensitiv-

ity to situational information, a previous ERP study found that when

provided with norm violating scenarios (e.g., dancing in an art mu-

seum) vs. normal scenarios (e.g., dancing in a tango lesson), Chinese

participants showed an enhanced N400 component—again indexing se-

mantic incongruence—in their frontal and temporal regions in the

brain, which was absent for Americans (Mu et al., 2015).

The aforementioned cultural difference may also be applicable to

predicting the protagonist’s future behaviors. European Americans may

be more likely to think that a protagonist would behave similarly across

different situations, due to their consistent dispositional characteristics.

East Asians, on the other hand, would be more likely to predict that the

protagonist may behave differently when situational factors change.

These differences may also be critically echoed in the varying degrees

of support for criminal rehabilitation policies. European Americans

may assume that a criminal would remain consistent in their behavior,

regardless of their situation, thereby rendering less support to rehabili-

tation policies. On the contrary, East Asians may believe that people

would behave differently depending on the situation, and therefore be

more supportive of such policies.

Finally, it is of importance to examine if evaluations of moral judge-

ments, especially ones that attract public interest (e.g., criminal law

judgements) are also shaped by cultural predispositions. We suggest

that a third-party evaluation of moral judgment is influenced by cul-

ture—cases in which an “evaluator”, the person who assesses if a moral

judgment of someone else (judge’s) is fair and acceptable. Reflecting

the cultural differences in focus on the person vs. surrounding situation,

judging the protagonist based largely on the person’s mental state and

dispositional factors may be viewed as more acceptable by the evalua-

tor in a European American cultural context compared to an East Asian

cultural context. Supporting this notion, research found that Americans

suspected that exoneration of a wrongdoer due to a situational account
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of their behavior (e.g., participants in a psychology study cheated be-

cause they were treated rudely by the experimenter) was more manipu-

lative compared to Chinese (Newman & Bakina, 2009; Tang et al.,

2014). This discrepancy can lead to social conflicts because the sen-

tences made by the justice system may mirror the moral judgment of a

societal majority, which may seem less thorough or even unfair to

members of societal minorities.

8. Implications and conclusion

We suggested a few non-exhaustive potential mechanisms that can

systematically explain cultural variations in moral judgments. Euro-

pean American culture is unique in its emphasis on protagonists’ men-

tal state information, and relatedly, greater emphasis on dispositional

vs. situational attribution, while making moral judgments. We suggest

that in other cultures (for example, East Asian cultures), these moral

cognitive processes may be different because of the culturally shaped

models of self, the models of agency to explain behaviors, and the em-

phasis on the situational information. The ToM network in the brain,

implicated in processing others’ mental states and reconciling multifac-

eted social information, could serve as the neural basis in explaining

cultural differences.

The use of cultural neuroscience to understand moral judgment is

critical in a few senses. First, the increasing volume of intercultural

communication drives the need for investigating how individuals with

different cultural backgrounds make moral decisions. In many parts of

the world, identifying with different cultural backgrounds often co-

occurs with being an ethnic minority. These people may perceive dis-

crepancies between the moral judgments embraced by their cultural

group and those promoted by the legal system, which is often influ-

enced by the majority group. The current review promotes future stud-

ies that can address the gap in moral psychology research examining

the influence of group-based identity on an individual’s judgments of

morality (Ellemers et al., 2019), facilitating the growth of intercultural

understanding. This suggested line of research can also facilitate the so-

cietal endorsement of “moral relativism” or “ethical relativism”, such

that moral rules and domains are culture-bounded and moral principles

are not universally applied to every social group (see Gowans, 2021, for

a review). Morality is guided by cultural beliefs and it becomes mean-

ingless when isolated from the context in which they have developed

(McDonald, 2010).

A cross-cultural approach will also enrich and inform our under-

standing of the neuroscience of moral judgment, encouraging unique

and critical research questions. For example, a recent theoretical devel-

opment suggests that social prediction error, encoded in the ToM net-

work, fuels the updating of the representation of a protagonist’s moral-

ity (Kim et al., 2021; Koster-Hale & Saxe, 2013; Park et al., 2021).

While most research studies examined prediction error evoked by unex-

pected behaviors given the known characteristics of a protagonist

(Hughes et al., 2017; Kim et al., 2021; Kliemann et al., 2008; Park et al.,

2021), the role of prediction error evoked by unexpected behaviors

given the situational factors in altering judgment about the protagonist’s
morality has been understudied. If situational prediction error critically

informs moral judgments to certain groups of people, would it also be

encoded in the ToM network activity? Addressing these questions

through a cross-cultural approach can advance the understanding of the

cognitive mechanism of moral judgment.

Relatedly, previous neuroimaging approaches in moral psychology

largely focused on examining the role of the protagonist’s intention on

moral judgment, often in contrast to the outcome delivered by the be-

havior (e.g., Darley & Huff, 1990; Hu & Jiang, 2014; Kliemann et al.,

2008; Saxe & Kanwisher, 2003; Koster-Hale et al., 2013; Saxe & Powell,

2006; Sellaro et al., 2015; Young et al., 2010). While this approach does

examine some of the most critical information for moral judgment, it is

possible that this study design might mirror the heavily dispositional fo-

cus in American and Western cultural contexts, potentially underrepre-

senting the consideration of protagonist’s surrounding situations in re-

search designs. While relatively few studies so far have included situa-

tional attribution conditions in their designs (e.g., Blackwood et al.,

2003; Brosch et al., 2013; Kestemont et al., 2013, 2015, 2016; Seidel et

al., 2010), a cultural psychology perspective may promote research on

cognitive processing of situational information in making moral judg-

ments, significantly expanding the moral psychology research.

Further, by integrating neural approaches, researchers can better

understand judgments that are seemingly the same, but may be con-

structed through different pathways. For instance, in our earlier exam-

ple, European Americans and East Asians may blame Michael similarly

but through different cognitive processes. European Americans may

blame Michael for his presumed intention of killing Jacob, showing a

tight association between their ToM network activity and the likelihood

to blame Michael. On the other hand, East Asians may similarly blame

Michael but for a different reason, such as not fulfilling his responsibil-

ity as a host—responsibilities including providing the right food and be-

ing attentive to the guest (Doi, 2001), relying less on Michael’s inten-

tion to kill Jacob or not. By integrating cultural psychology, moral psy-

chology, and neurological approaches, we can holistically depict how

moral judgments may be constructed by diverse individuals.

The predictability of individuals’ moral judgment on one’s own be-

havior can also be improved through a cultural neuroscience approach.

Previous literature indicates that there is often a discrepancy between

self-reported judgment and actual moral behavior (Ellemers et al.,

2019; Talwar, 2011). Neural responses, relatively free from the self-

presentational concerns compared to behavioral methods (Kitayama et

al., 2017), can provide clearer information in relation to the individu-

al’s future behavior. For example, while a jury reports that they ac-

knowledge situational contributors of a crime, their delayed recruit-

ment of ToM network in response to the situational information of the

crime, compared to the dispositional characteristics of the offender,

may still predict their harsh sentence. We argue that by leveraging neu-

roimaging, our model would offer insight into the instantaneous and

unconscious moral judgment processes, leading to better behavioral ex-

planations.

There are important limitations in our model. First, we would like to

emphasize that the cognitive pathways we covered in this paper are not

the only mechanism by which culture influences moral judgment.

There are a wide range of topics in moral psychology that require fur-

ther investigation through the cultural neuroscience lens; for example,

different cultures may evolve to value different sets of moral norms and

rules (Lau et al., 2013; Miller & Bersoff, 1992). One study found that

when asked to freely list features of a “good person”, although charac-

teristics associated with benevolence and generosity were universal,

virtues such as competence were preferentially listed only by Indo-

Fijians (Smith et al., 2007; Purzycki et al., 2018). How would these so-

cially shaped virtues be encoded in individuals’ neural networks? How

about cultural differences in moral emotion? While Americans are more

often expected to experience a sense of guilt, an emotion that empha-

sizes one’s responsibility, Asians are more often expected to experience

shame, an emotion highlighting the failure to fulfill requirements

(Bedford & Hwang, 2003; Wong & Tsai, 2007). If people from different

cultures expect the same protagonist to feel different emotions, how

would that be encoded in their brain?

Second, while we primarily focused on the role of the ToM network

in explaining the potential cultural differences in moral judgment,

there are other candidates as well. For example, the vmPFC may sup-

port East Asians’ enhanced integration of a wide range of information,

or the dlPFC may echo different cultural groups’ use of their non-

default attribution. Although we only briefly discussed these possibili-

ties, they deserve much further attention in future studies.

Third, for the sake of systematicity, we discussed contributors to

moral judgment separately, i.e., consideration of mental state and

8



CO
RR
EC
TE
D
PR
OO

F

B. Park et al. Biological Psychology xxx (xxxx) 108423

causal attribution, and focused on a single protagonist. However, in re-

ality, these contributors are often not independent and may interplay

with each other. Further, instead of a single protagonist, culturally

shaped judgment may manifest when groups of protagonists conduct a

collective act. Discussion on these complicated yet realistic contexts is

required.

Fourth, we did not focus on cultural differences on the perceptual

level. For example, Adams et al. (2010) found that when American and

Japanese participants were presented with images of the eyes of their

ethnic ingroup vs. outgroup members, they showed greater bilateral

pSTS recruitment. Cultural shaping often occurs early in the social per-

ceptual processes, potentially guiding the subsequent cognitive

processes. Fifth, although not discussed in this paper, it may be time to

conduct a meta-analysis to examine the extent to which cultural back-

ground influences cognitions related to moral judgments. Lastly, there

are a variety of ways to define cultural groups and future research

should examine the shaping of moral judgments based on individuals’
gender, sexuality, socio-economic status, political beliefs, religions, and

societal characteristics as well (Cohen, 2009; Cohen & Varnum, 2016;

Parker, 2009). For example, people who hold the religious belief that

thoughts can be subjected to moral condemnation perceive the pres-

ence of thoughts—without its conversion to actions—as morally imper-

missible (e.g., thinking about adultery, but not acting on it) (Cohen &

Rozin, 2001; Cohen, 2003; Laurin & Plaks, 2014). Other studies found

that some indigenous societies avoid inferring others’ mental states,

which often leads to less reliance on mental state information when

judging moral permissibility (Barrett et al., 2016; Curtin et al., 2020;

McNamara et al., 2019).

Judgment of morality constitutes a fundamental element of human

society, influencing entities such as legal systems and policies (Alter et

al., 2007). Although the population under the influence of legal systems

and policies has become rapidly diverse, the scientific discussion on

moral judgment has predominantly centered around the West. To pro-

vide interventions to reduce associated social costs, clarification of the

mechanism underlying the potential intercultural disparities is neces-

sary. By investigating cultural influence on moral judgment through a

neural lens, we hope that the suggested research can promote intercul-

tural communication and motivate diverse investigations about this

topic in moral psychology.
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