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Objective:  The aim of the present study was to examine audiovisual speech 
integration in cochlear-implanted children and in normally hearing children 
exposed to degraded auditory stimuli. Previous studies have shown that 
speech perception in cochlear-implanted users is biased toward the visual 
modality when audition and vision provide conflicting information. Our main 
question was whether an experimentally designed degradation of the visual 
speech cue would increase the importance of audition in the response pat-
tern. The impact of auditory proficiency was also investigated.

Design:  A group of 31 children with cochlear implants and a group of 31 
normally hearing children matched for chronological age were recruited. 
All children with cochlear implants had profound congenital deafness and 
had used their implants for at least 2 years. Participants had to perform 
an /aCa/ consonant-identification task in which stimuli were presented 
randomly in three conditions: auditory only, visual only, and audiovisual 
(congruent and incongruent McGurk stimuli). In half of the experiment, 
the visual speech cue was normal; in the other half (visual reduction) a 
degraded visual signal was presented, aimed at preventing lipreading of 
good quality. The normally hearing children received a spectrally reduced 
speech signal (simulating the input delivered by the cochlear implant).

Results:  First, performance in visual-only and in congruent audiovisual 
modalities were decreased, showing that the visual reduction technique 
used here was efficient at degrading lipreading. Second, in the incongruent 
audiovisual trials, visual reduction led to a major increase in the number of 
auditory based responses in both groups. Differences between proficient 
and nonproficient children were found in both groups, with nonproficient 
children’s responses being more visual and less auditory than those of 
proficient children. Further analysis revealed that differences between 
visually clear and visually reduced conditions and between groups were 
not only because of differences in unisensory perception but also because 
of differences in the process of audiovisual integration per se.

Conclusion:  Visual reduction led to an increase in the weight of audi-
tion, even in cochlear-implanted children, whose perception is generally 
dominated by vision. This result suggests that the natural bias in favor of 
vision is not immutable. Audiovisual speech integration partly depends 
on the experimental situation, which modulates the informational con-
tent of the sensory channels and the weight that is awarded to each of 
them. Consequently, participants, whether deaf with cochlear implants 
or having normal hearing, not only base their perception on the most 
reliable modality but also award it an additional weight.

(Ear & Hearing 2013;34:110–121)

INTRODUCTION

In face-to-face communication, speech perception is a mul-
timodal process involving both auditory and visual modalities 
(Sumby & Pollack 1954; Grant & Seitz 2000). Studies have shown 
that speech detection and comprehension are better in audiovisual 

(AV) conditions, where audition is accompanied by lipreading, than 
in auditory-only (AO) conditions, where only the auditory stimulus 
is present (Erber 1969; MacLeod & Summerfield 1987; Grant & 
Seitz 2000). This is because of the fact that during speech percep-
tion, auditory and visual cues are merged into a unified percept, 
a mechanism known as audiovisual integration. AV integration is 
illustrated by the McGurk effect (McGurk & MacDonald 1976) 
that occurs when audition and vision provide incongruent tokens. 
For example, when presented with visual velar /ka/ and auditory 
bilabial /pa/, normally hearing individuals (NH) tend to report the 
illusory fusion alveo-dental /ta/. The McGurk fusions show that 
visual articulatory cues about place of articulation (lipreading) are 
integrated into the auditory percept, which is, thereby modified.

The visual modality exerts even a greater influence on 
speech perception in some groups, such as cochlear-implanted 
(CI) deaf people. At first, this neuroprothesis was designed as 
a single-electrode device aiming to enhance lipreading and pro-
vide sound awareness (Zeng 2004). Today, it is a sophisticated 
multi-electrode hearing device helping deaf people achieve 
high levels of speech recognition. For example, postlinguisti-
cally deafened adults achieve almost 90% correct identification 
of words in quiet surroundings (Fetterman & Domico 2002). 
Nevertheless, the stimulation provided to the auditory nerve by 
the cochlear implant (CI) is different from the normal stimula-
tion, resulting in modified information, particularly regarding 
the place of articulation, voicing, and nasality cues ( Dowell et 
al. 1982; Skinner et al. 1999; Kiefer et al. 2001). For example, 
the information relative to place of articulation coding delivered 
through the CI is not accurate enough to distinguish words that 
differ only by the place of articulation, as “buck/duck.” Thereby, 
the need for lipreading is increased (Giraud et al. 2001), 
although many important components of speech articulation are 
not directly visible under normal circumstances (Mohammed et 
al. 2005). Consequently, AV speech perception in CI users is a 
particularly interesting topic to investigate.

Several studies have shown that postlinguistically deafened 
adults with CI are able to integrate congruent auditory and visual 
cues appropriately, showing an advantage in the AV modality 
compared with the AO modality (visual gain) (Tyler et al. 
1997; Kaiser et al. 2003). Moody-Antonio et al. (2005) showed 
that even some prelinguistically deafened subjects who were 
implanted as adults had better performances in AV modality 
than for unimodal AO and visual-only (VO) modalities. It has 
also been suggested that postlinguistically deafened adults 
with CI are better AV integrators than NH individuals. Using 
an AV speech-recognition task, Rouger et al. (2007) found 
that CI users had higher AV performances and higher visual 
gains than NH participants presented with noise-band vocoder 
speech did, although both groups had similar auditory levels. 
However, differences in unimodal conditions might, in fact, be 
responsible for that result. Schwartz (2010) pointed out that the 

Degradation of Labial Information Modifies Audiovisual 
Speech Perception in Cochlear-Implanted Children

Aurélie Huyse,1 Frédéric Berthommier,2 and Jacqueline Leybaert1

1Department of Psychological Science, Laboratoire Cognition, Langage, 
Développement, Université Libre de Bruxelles, Belgium; and 2GIPSA-Lab, 
Grenoble University, France.

Supplemental digital content is available for this article. Direct URL cita
tions appear in the printed text and are provided in the HTML and text 
versions of this article on the journal’s Web site (www.ear-hearing.com).

Anupama

0196-0202

Printed in the U.S.A

10.1097/AUD.0b013e3182670993

HUYSE ET AL. / EAR & HEARING, VOL. 34, NO. 1, 110–121

HUYSE ET AL. / EAR & HEARING, VOL. 34, NO. 1, 110–121

34

01

Copyright © 2012 by Lippincott Williams & Wilkins

2012

00

00

Ear & Hearing



	 HUYSE ET AL. / EAR & HEARING, VOL. 34, NO. 1, 110–121	 111

transmission of the voicing mode was poorer in speech degraded 
with noise-band vocoder, suggesting that there could be a 
poorer complementary in the audio and visual inputs in NHV, 
logically resulting in lower audiovisual scores. Differences in 
audiovisual performance would hence result from the structure 
of the unimodal inputs being less complementary for normal 
hearing subjects presented with noise-band vocoded speech 
rather than from integration per se (p. 1592).

Nevertheless, the abovementioned studies emphasize that 
adults with CI have specific visual and audiovisual skills, which 
allow them to compensate for the difficulties related to the CI.

Two recent studies investigating the responses to incongru-
ent AV stimuli found that, when faced with McGurk stimuli, 
CI deaf adults in comparison to NH controls tend to favor 
the visual modality (Desai et al. 2008; Rouger et al. 2008). 
It is probable that the importance of vision to CI patients is 
increased because of stronger lipreading skills developed dur-
ing preimplantation deafness and because of the need to rely 
on vision to overcome the uncertainty of the auditory signal. 
Lipreading skills of CI users might also be enhanced after the 
implantation, as a result of mutual reinforcement of hearing 
speech and seeing speech (Giraud et al. 2001). Recently, Trem-
blay et al. (2010) explicitly investigated the link between CI 
proficiency and responses to incongruent McGurk stimuli in 
postlinguistically deafened adults. They divided the CI par-
ticipants into two groups based on performance at a speech-
recognition task in AO modality: The proficient (performances 
> 70% of correct identification) and the nonproficient (perfor-
mances < 70% of correct identification). First, with an incon-
gruent AV stimulus composed of an auditory /ba/ and a visual 
/ga/, they found that the amount of McGurk fusion /da/ in both 
groups was similar to that of a group of NH controls, reveal-
ing normal AV fusion abilities. Second, when another response 
than /da/ was made, the proficient group and the NH group 
tended to give a response that matched the auditory cue (/ba/) 
whereas the nonproficient favored the visual speech cue (/ga/). 
These data suggest that AV speech perception of CI users is 
directly related to CI proficiency.

Findings for AV speech perception in CI children are simi-
lar to those of CI adults. First, several studies showed that CI 
children with prelinguistic deafness perform better in congru-
ent AV modality than in auditory modality, demonstrating a 
significant visual gain (Lachs et al. 2001; Geers et al. 2003; 
Bergeson et al. 2005). Second, a study in French using McGurk 
stimuli found that CI children produced mainly visually based 
responses to incongruent AV stimuli, whereas age-matched NH 
children tended to give auditory based responses (Leybaert & 
Colin 2007). In a study in English, Schorr et al. (2005) showed 
that the majority of NH children (20 of 35) made consistent 
fusion (they reported the fusion response on ≥ 7 of the 10 tri-
als), whereas the majority of CI children (24 of 30) made visu-
ally based responses. A minority (6 of 30) of CI children made 
consistent fusion. Those children represented 38% of the chil-
dren implanted before 2.5 years of age. Given that no CI child 
implanted after 2.5 years made consistent fusion, the authors 
suggested that AV integration of speech depends on AV lan-
guage experience in early life (before the age of 2.5 years).

Taken together, these studies suggest that the AV integra-
tion of incongruent cues in CI users (postlinguistically deaf-
ened adults and prelinguistically deafened children) is atypical, 
leading to a natural AV imbalance in favor of vision. However, 

although AV imbalance depends on CI proficiency in post-
linguistically deafened adults, the relationship between CI 
proficiency and McGurk fusion effect in CI prelinguistically 
deafened children remains to be investigated.

There is compelling evidence that, even in NH listeners, the 
McGurk fusion relies on interindividual factors such as lan-
guage background (e.g., Sekiyama & Tokhura 1993) and age 
(e.g., Sekiyama et al. 2003; Sommers et al. 2005). Moreover, 
differences in McGurk fusion could also rely on intraindividual 
factors and be a result of the property of the task or the stimuli 
itself (Schwartz 2010). This suggests that the effect is not as 
automatic and irrepressible as has been thought for many years 
(Manuel et al. 1983; Liberman & Mattingly 1985; Rosenblum 
& Saldaña 1996). The results of a previous study including 40 
NH adults support this view (Huyse et al. in revision). They 
performed a syllable-identification task in which targets were 
presented in four modalities: AO, VO, congruent AV, and incon-
gruent AV (McGurk). Syllables were embedded in noise that 
was either stationary or modulated in amplitude (Füllgrabe et 
al. 2006). Participants were divided into two groups. In the con-
trol group, the visual signal was not manipulated; the video was 
clear. In the visual-reduction group, the quality of the visual 
signal was degraded by a technique of contrast modulation, 
to prevent lipreading of good quality. Results of the McGurk 
stimuli were the following: in the stationary noise, the control 
group gave mainly visually based responses; in the modulated 
noise they gave mainly McGurk fusions. Compared with the 
control group, the reduction group made significantly more 
auditory based responses, whether the noise was stationary or 
modulated. In other words, it seems that responses to incongru-
ent AV stimuli rely strongly on the experimental situation and 
on the information contained in each modality.

The goal of the present research was to examine the 
importance of intraindividual factors in AV speech integration 
in CI children. More specifically, the present study aimed to 
determine whether a visual bias in CI children’s response to 
McGurk stimuli can be decreased in favor of audition. To answer 
that question, 31 prelinguistically deafened children with CIs 
were presented with an AV speech-identification paradigm in 
which stimuli (six syllables containing voiceless consonants) 
were presented in four modalities: AO, VO, congruent AV, and 
incongruent AV (McGurk). During half of the experiment, the 
visual speech cue was clear (VCL) whereas it was degraded in 
the other half (visual reduction [VR]) to prevent participants 
from performing lipreading of good quality. If AV speech is 
indeed dependent on a weighting process, itself depending 
on the experimental situation, the weight of audition should 
be increased in the VR condition compared with the VCL 
condition. In other words, we expect CI children to give visually 
based responses in VCL (because of the visual bias) and more 
auditory based responses in VR. Moreover, performances 
of proficient CI users were compared with performances of 
nonproficient CI users to determine whether responses also 
depended on CI proficiency, as is the case for postlinguistically 
deafened adults (Tremblay et al. 2010).

The second goal of the present research was to compare the 
performance of CI children to that of NH children and to study 
the possibility of modifying the pattern of response of NH chil-
dren placed temporarily in a hearing-degradation situation, with 
no training whatsoever. To that aim, a group of NH children par-
ticipated in the study. In that group, the syllables transmitted in 
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AO and AV modalities were degraded by a spectral reduction 
of speech (SRS) paradigm that simulates the processing of the 
CI (Shannon et al. 1995). In SRS, the spectral information is 
degraded while the temporal information is preserved. It leads 
to a partial suppression of information on the place of articula-
tion (Berthommier 2001). Multiple techniques exist to create a 
spectrally reduced speech signal, among which is the technique 
of Shannon et al. (1995). In their study, the spectrum was divided 
into a variable number of sub-bands from one to four. They found 
that the transmission of phonetic information was restored at four 
sub-bands, except for the place of articulation. In her doctoral 
dissertation, Grosgeorge (Reference Note 1) also used a variable 
number of sub-bands (1, 2, 4, and 16) and confirmed that infor-
mation regarding the place of articulation depends on the spec-
tral resolution of the speech signal. Indeed, with 4 sub-bands, the 
place of articulation was transmitted at a rate of 20%, whereas 
with 16 sub-bands the rate was 65%. SRS is therefore a good way 
to place NH individuals in situations similar to those of CI users 
as regards the perception of the place of articulation. For that rea-
son, the SRS paradigm is a good alternative to a noise paradigm 
(as was used by Huyse et al. in revision) and was used here to 
compare both groups of participants. Moreover, performances of 
proficient NH children were compared with those of nonprofi-
cient NH children, as with CI users.

PARTICIPANTS AND METHODS

Participants
Thirty-one CI children (17 girls and 14 boys, mean age = 

10 years, SD = 0.47) and 31 NH children (15 girls and 16 boys, 
mean age = 10 years, SD = 0.5) participated in this study. They 
were all native French speakers with normal or corrected-to-
normal vision and did not have any language or cognitive dis-
orders. All CI children had congenital profound deafness, had 
received their implant before 8 years of age, and had used it 
for at least 2 years. They all had a unilateral implant and seven 
children had contralateral hearing aids that were turned on dur-
ing the testing session. Table 1 provides a summary of the main 
characteristics of the CI children.a

Stimuli Material
A male French speaker was videotaped while saying vowel–

consonant–vowel (aCa) syllables. The cVc stimuli used in this 
study consisted of the consonants /p, t, k, s, f, ∫/ coarticulated with 
two /a/ vowels. Three productions of each /aCa/ stimulus were 
digitally recorded and audio tracks were equalized in level. The 
speaker was filmed and viewed from the bottom of the nose to the 
chin. The production of each stimulus began and ended in a neu-
tral, closed-mouth position for a total duration of about 300 msec. 
Videos were displayed centered on a 15-in monitor on a black 
background. The congruent AV stimuli included digital audio–
video files of the speaker saying and articulating the aCa stimuli. 
For the AO condition, an image of the speaker, seeming neutral 
and with mouth closed was presented along with the auditory 
stimulus. For the VO condition, the audio was turned off. The six 
phonemes used in our study correspond to six different visemes 
(Walden et al. 1977) allowing a success rate above chance level. 

Finally, incongruent AV syllables (McGurk stimuli) were cre-
ated by carefully combining audio files with noncorresponding 
video files and matching their onset. We used three repetitions 
of the two following stimuli: the audio /apa/ with the visual /aka/ 
(fusion /ata/) and the audio /afa/ with the visual /a∫a/ (fusion /
asa/). Stimuli were delivered through Sennheiser HD 121 Pro 
headphones for the control group and through two loudspeakers 
for the CI group, one on each side of the computer screen.

The total number of items was 132 “visual-clear” stimuli and 
132 “visual-reduction” stimuli (6 Syllables × 3 Repetitions × 3 
Modalities + 12 McGurk stimuli, randomly mixed, repeated two 
times). Three blocks of 44 visual-clear items and 3 blocks of 
44 visual-reduction items were created. For the visual-reduction 
stimuli, we used a technique of contrast modulation at a rate 
of 4 Hz. We alternated one visual-reduction block with one 
visual-clear block. In both groups half the participants began 
the experimental session with a visual-reduction block and 
the other half began with a visual-clear block. The task was to 
identify the syllable and to report it aloud.

Visual Reduction
To reduce the quality of the visual component, we varied the 

contrast of the video around the mean intensity of the image X, 
for each red, green, blue color of the image.

TABLE 1.  Characteristics of the children from the cochlear 
implant group

Participants Age (yrs)

Age at  
Implantation 

(mos)
Duration Since 

Implantation (yrs)

1 8 13 7
2 10 13 9
3 11 18 10
4 7 24 5
5 9 24 7
6 10 26 8
7 14 27 12
8 8 28 6
9 9 28 7
10* 8 30 7
11 10 30 8
12 10 30 8
13 11 32 8
14 10 36 7
15 16 36 13
16* 11 36 8
17* 7 36 4
18 7 36 4
19 10 36 7
20 9 39 6
21 8 42 5
22 14 48 10
23 7 48 3
24 12 54 8
25* 7 60 2
26 9 60 4
27* 10 60 5
28* 17 72 11
29* 9 81 2
30 16 81 9
31 11 96 3

*Children who wear contralateral hearing aid.

aThe majority of the CI children were implanted before 5 years of age. 
However, removing those children from the sample did not vary signifi-
cantly the scores in AO, VO, and AV modalities.
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R
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The contrast R varies at a period of 4 Hz according to the 
following function:

R k
f= + ( )( )( )×10

1 0 5. *cos φ+ t

where the parameter k is set to 4 and where f(t) represents the 
modulation frequency. f(t) was set at 4 Hz. Because the total 
duration of the syllable (the mouth movements) exceeded 250 
msec, a contrast modulation of 4 Hz always generated periods 
of masking and periods of unmasking within a single item. The 
starting phase of the modulation φ was randomized in each 
interval between 0 and 2 π. Because φ was random, VR did not 
affect each exemplar of a single phoneme equally.

Spectrally Reduced Speech Signal
The NH group received a spectrally reduced speech signal. To 

perform the SRS, a technique similar to that used in the study of 
Shannon et al. (1995) was applied, except that instead of using 
4 sub-bands, we chose to use 16 sub-bands on the basis of two 
preliminary experiments. In the first preliminary experiment, 52 
young NH adults were divided into four groups receiving differ-
ent numbers of sub-bands: 2, 4, 8, and 16. They were tested in the 
same AV syllable-identification task as in this study. Their audi-
tory performances, averaged on VCL and VR blocks, were com-
pared with those of our CI group. We found that only the group 
that received 16 sub-bands had global auditory performances 
(82%, averaged over the 6 phonemes) that were not significantly 
different from those of the CI groups (76%, F[1, 60] = 1.86, p = 
0.142) (Fig. 1). In the other pilot study, a group of 13 NH children 
(matched to the CI children for chronological age) performed the 
same task with eight sub-bands. We found that their auditory level 
(53%) was significantly lower than that of CI children, which sup-
ported our choice of 16 sub-bands [F(1, 42 = 32.86, p < 0.005].

Procedure
The experiment took place in a dimly lit, quiet room. Stim-

uli were presented on a monitor positioned at eye level, 70 cm 
from the participant’s head. Participants were informed about 
the composition of the stimulus set (but not of the presence 
of McGurk stimuli) and had the response options in front of 
them during the training session but not during the experimental 

session. Children were asked to repeat the syllable perceived 
(heard or lipread). Before the testing, the experimenter asked 
each child to repeat each stimulus after him, to detect potential 
articulation disorders. The testing always began with a train-
ing session consisting of one visual-clear block and one visual-
reduction block. Responses were noted by the experimenter. 
The total duration of the experiment was approximately 30 min.

RESULTS

Single and AV Congruent Modality Conditions
Table 2 shows speech-identification scores (percent correct 

and standard deviation) for each group. A mixed analysis of 
variance (ANOVA) was performed with modality (AO, VO, and 
AV), visual condition (VCL, VR), and group (CI, NH) as fac-
tors. The main effect of modality was significant (F[2, 120] =  
246.62, p < 0.0001). Planned comparison with a Bonferroni cor-
rection showed that participants performed better in AV modal-
ity than in AO (p < 0.0001), in AV than in VO (p < 0.0001) and 
in AO than in VO (p < 0.0001). There was also a main effect of 
visual condition (F[1, 60] = 92.03, p < 0.0001); better perfor-
mances were obtained in VCL compared with VR blocks. There 
was also a significant interaction between visual condition and 
modality (F[2, 120] = 129.10, p < 0.0001), showing that VR led 
to an increase in the AO modality (p < 0.0001) and to a decrease 
in the AV (p = 0.001) and VO (p < 0.0001) modalities. The main 
effect of group was not significant (p = 0.35) nor was any inter-
action involving the group factor.

The standardized AV gain (AVG) was calculated in VCL 
and in VR blocks using the following formula: (AV–AO)/(100–
AO), where AO and AV are percentage recognition scores. 
AVG measures the relative increase in AV speech-perception 
performance because of the addition of visual information to 
the auditory signal (Sumby & Pollack 1954). An ANOVA was 
run with visual condition and group as factors. There was a main 
effect of visual condition (F[1, 60] = 20.68, p < 0.0001), but 
there was no main effect of group (p = 0.18) and no significant 
interaction between group and visual condition (p = 0.37). 
These results show that AVG was significantly decreased by VR 
and that this decrease was similar in both groups. 

McGurk Effect
Results of the two McGurk stimuli used in our study were 

analyzed separately. The reason not to average them is that iden-
tification of the stimuli constituting the McGurk trials in AO and 
VO were significantly different. For example, in the AO modality, 

Fig. 1. Mean scores in auditory-only condition of the CI group and of NH 
young adults receiving a spectral reduced speech signal with 2, 4, 8, and 16 
sub-bands. CI, cochlear implanted; NH, normally hearing.

TABLE 2.  Global performance (% correct) of the cochlear 
implanted and normally hearing children

Cochlear-Implanted 
Group

Normally 
Hearing Group

Auditory-only VCL 76.16 (2.47) 79.66 (1.79)
VR 80.29 (2.73) 85.04 (1.92)

Visual-only VCL 63.26 (2.78) 64.96 (1.77)
VR 36.65 (2.84) 42.03 (3.41)

Audiovisual VCL 92.03 (1.66) 87.90 (1.70)
VR 84.41 (2.60) 86.29 (1.93)

Audiovisual gain VCL 64.85 (6.40) 36.68 (8.29)
(AV−AO/100−AO) VR 7.06 (13.24) 0.85 (15.56)

VCL, visual clear; VR, visual reduction; AV, audiovisual; AO, audio only.
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/afa/ was correctly identified at 59% whereas /apa/ was correctly 
identified at 71%. This difference between AO/afa/ and AO/apa/ 
was even more pronounced in the NH group (50% and 93%, 
respectively). Similarly, in the VO modality, percentage correct 
of identification of /a∫a/ was very different from the percentage 
correct of /aka/ (84% versus 66% in the CI group and 90% ver-
sus 59% in the NH group). Because identification of /apa/, /afa/, 
/a∫a/ and /aka/ in unimodal modalities differed significantly, one 
might expect performance in AV incongruent to be different as 
well. Thereby, responses to A/apa/V/aka/ and /A/afa/V/a∫a/ were 
analyzed separately instead of being averaged.

Scores consisted of proportions and were not normally 
distributed. Therefore, data were transformed using an arc-
sine square root transformation.b The percentage of each type 
of response (auditory, fusion, visual) is presented in Figure 2 
(omissions and responses other than auditory, visual, and fusion 
were not taken into accountc). Results were first analyzed in 
the VCL condition. For A/afa/V/a∫a/ (Fig. 2A), the distribution 
of responses across response types did not vary across groups 
(auditory based responses /afa/: CI: 16%, NH: 11%, fusion 
responses /asa/: CI: 6%, NH: 16%, visually based responses /
a∫a/: CI: 72%, NH: 70%). A mixed ANOVA with response and 
group as factors revealed a main effect of response (F[1, 120] =  
94.53, p < 0.0001). Planned comparisons with a Bonferroni 
correction showed that both groups of participants gave sig-
nificantly more visually based responses than auditory based 
responses (p < 0.0001) or fusion responses (p < 0.0001). To ana-
lyze the effect of VR on the children’s answers, we performed a 
mixed ANOVA with response type, visual condition (VCL and 
VR), and group as factors. It revealed main effects of response 
type (F[2, 120] = 33.38, p < 0.0001) and group (F[1, 60] = 6.11,  
p = 0.02) and a significant interaction between response type and 
visual condition (F[2, 120] = 82.28, p < 0.0001). Differences 
between each level of the visual condition factor were further 
investigated with separate ANOVAs for each response. Signifi-
cant effects of visual condition were found: In both CI and NH 
groups, VR led to an increase of the number of auditory based 
responses (F[1, 61] = 118.49, p < 0.0001) and to a decrease 
of the number of visually based responses (F[1, 61] = 104.24,  
p < 0.0001). The number of fusions was not significantly modi-
fied (p = 0.16). The three-way interaction between group, visual 
condition, and response was not significant (p = 0.86), show-
ing that this pattern of responses did not vary between groups, 
according to the visual condition (VCL or VR).

Contrary to the previous McGurk stimulus, the pattern of 
response to A/apa/V/aka/ in VCL varied between groups (Fig. 
2B). The number of auditory based responses /apa/ (CI: 22%, 
NH: 53%), fusion /ata/ (CI: 36%, NH: 25%) and visually based 
responses /aka/ (CI: 38%, NH: 13%) varied across groups. A 
mixed ANOVA with response and group as factors confirmed 
these observations as it revealed a significant interaction between 
group and response (F[2, 120] = 10.72, p < 0.0001). Differences 
between groups were further investigated with separate ANOVAs 
for each level of the response factor. There was a significant 
group effect for the auditory based (F[1, 60] = 18.33, p < 0.0001) 
and the visually based (F[1, 60] = 10.93, p < 0.005) responses, 

showing that NH children gave significantly more auditory 
based responses and significantly less visually based responses 
than CI children. To analyze the effect of VR on the children’s 
answers, we performed a mixed ANOVA with response, visual 
condition (VCL and VR), and group as factors. It revealed 
a main effect of response (F[2, 120]  = 46.75, p  <  0.0001), a 
significant interaction between response and group (F[2, 120] = 
9.68, p < 0.0001) and between response, visual condition, and 
group (F[2,120] = 3.85, p = 0.03). Differences between each 
level of the visual condition factor were further investigated with 
separate ANOVAs for each response, with group as between-
subject factor. First, concerning the “auditory based responses,” 
there was a main effect of group (F[1, 60] = 11.97, p < 0.005), 
showing that NH children made more /apa/ answers than the 
CI group did. There was a main effect of visual condition (F[1, 
60] = 128.03, p < 0.0001), showing that VR led to an increase 
in the number of auditory based responses. There was also a 
significant interaction between group and visual condition (F[1, 
60] = 5.81, p = 0.02), showing that the increase of the auditory 
based responses was stronger in the CI group than in the NH 
group. Second, concerning the “fusion,” there was a marginal 
main effect of group (F[1, 60] = 3.64, p = 0.06) indicating a 
tendency for CI children to make more fusion responses than 
the NH children could. There was also a main effect of visual 

Fig. 2. A, Response type in the auditory/afa/ visual/a∫a/ McGurk trials in VCL 
blocks and in VR blocks for the CI children and the NH children (*p < 0.05; 
**p < 0.001). Bars represent the standard error of the mean. B, Response 
type in the auditory/apa/ visual /aka/ McGurk trials in VCL blocks and in VR 
blocks for the CI children and the NH children. VCL, visual clear; VR, visual 
reduction; CI, cochlear implanted; NH, normally hearing.

bThe ANOVA and subsequent tests on mean scores yielded similar results.
cResponses other than auditory, visual, and fusion were mainly omissions. 
Only three CI children gave a few other responses (5 times altogether). 
Thereby, no test has been run on those other responses.
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condition (F[1, 60] = 6.33, p = 0.02) indicating that VR led to a 
decrease in the number of fusions. This decrease was similar in 
both groups, because no significant interaction between visual 
condition and group was found (p = 0.71). Third, concerning 
the visually based responses, there was a main effect of group 
(F[1, 60] = 10.28, p < 0.005), showing that CI children made 
more of this response than NH children did. There was also a 
main effect of visual condition (F[1, 60] = 69.64, p < 0.0001), 
showing that VR led to a decrease in the number of visually 
based responses. The significant interaction between group and 
visual condition (F[1,60] =  6.44, p = 0.001) revealed that this 
decrease was stronger for CI group than for the NH group.

Impact of CI Proficiency
Results were next analyzed according to the auditory perfor-

mance of each CI user. Participants were divided into groups 
of proficient (AO+; n = 15) and nonproficient (AO−; n = 16) 
CI users based on the median in the AO modality, averaged on 
VCL and VR conditions (79.17%). The AO+ and AO− groups 
had significantly different auditory performances (F[1, 30] = 
35.59, p < 0.001). Among the seven children with a contra-
lateral hearing aid, five belonged to the AO+ group and two 
belonged to the AO− group. As seen in Table 3, AO+ children 
and AO− children did not differ in terms of chronological age, 
age at implantation, and lipreading abilities (performance in the 
VO modality, averaged on VCL and VR conditions). In con-
trast, AO+ children had significantly higher performances in the 
AV modality (averaged on the VCL and VR conditions), (F[1, 
30] = 8.61, p = 0.006) than the AO− children. A mixed ANOVA 
with visual condition and proficiency as factors showed that the 
AV gain was significantly decreased by VR, (F[1, 28] = 4.97, 
p = 18.70). There was no main effect of proficiency (F[1, 28] = 
2.73, p = 0.002) nor significant interaction between proficiency 
and visual condition (F[1, 28] = 1.48, p = 0.23).

Responses to McGurk stimuli of both groups were 
compared in VCL and in VR conditions to investigate possible 
differences regarding the weighting of auditory and visual 
cues. The percentage of each type of answer to the McGurk 
stimuli (auditory, fusion, visual) is presented in Figure 3. For 
A/afa/V/a∫a/ (Fig. 3A), in VCL condition, a mixed ANOVA 

with response and proficiency as factors revealed a main effect 
of response (F[2, 58] = 61.72, p < 0.0001] and a significant 
interaction between proficiency and response (F[2, 58) = 3.67, 
p = 0.03). Differences between proficient and nonproficient 
CI children were further investigated with separate ANOVAs 
for each level of the response factor. Results showed that AO+ 
children made significantly more auditory based responses 
(p = 0.03) and significantly fewer visually based responses 
(p = 0.04) than AO− children. Next, when the visual condition 
factor was included in the ANOVA, analysis revealed a 
main effect of response (F[2, 58] = 18.74, p < 0.0001] and a 
significant interaction between response and visual condition 
(F[2, 58]  = 38.69, p <  0.0001). Differences between each 
level of the visual condition factor were further investigated 
with separate ANOVAs for each response. In both AO− and 
AO+ groups, there was a significant effect for the auditory 
(F[1, 30] = 59.82, p < 0.0001) and visual (F[1, 30] = 54.26, 
p < 0.0001): auditory based responses were increased by VR 
whereas visually based responses were decreased. The three-
way interaction Proficiency × Visual condition × Response 
was not significant (p = 0.30), indicating that the impact of 
VR on responses to McGurk stimuli was similar in AO+ and 
AO− children.

For A/apa/V/aka/ (Fig. 3B), in VCL condition, a mixed 
ANOVA with response and proficiency as factors revealed no 
significant effects for either factor, showing that the distribu-
tion of responses did not vary across response types nor across 

TABLE 3.  Characteristics of the proficient (AO+) and the 
nonproficient (AO−) CI children

AO+ AO−
Independent 

Sample t Tests

Age (mos) 127 122 ns
Age at implantation (mos)   42   43 ns
Mean correct 

identification in  
AO modality 89% 68% p < 0.001

Mean correct 
identification in  
VO modality 51% 49% ns

Mean correct 
identification in AV 
modality 94% 83% p < 0.01

Mean AVG in VCL 61.39% 68.1% ns

Mean AVG in VR 1.43% 26.62 ns

AO+, proficient CI users; AO−, nonproficient CI users; CI, cochlear implant; AV, audiovisual; 
ns, not significant; VO, visual-only; VCL, visual clear condition; VR, visual reduction condition.

Fig. 3. A, Response type in the auditory/afa/ visual/a∫a/ McGurk trials in VCL 
blocks and in VR blocks for the CI children according to the CI proficiency. 
AO− represents the group of nonproficient CI users and AO+ represents the 
group of proficient CI users. B, Response type in the auditory/apa/ visual /aka/ 
McGurk trials in VCL blocks and in VR blocks for the CI according to the CI 
proficiency. AO−represents the group of nonproficient CI users and AO+ rep-
resents the group of proficient CI users. VCL, visual clear; VR, visual reduction; 
CI, cochlear implanted; NH, normally hearing.
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groups. Next, when the visual condition factor was introduced 
in the ANOVA, a main effect of response (F[2, 58] = 18.74,  
p < 0.0001) and a marginal interaction between proficiency and 
response factors (F[2, 58] = 2.95, p = 0.06) were revealed. Fur-
ther analysis revealed a significant effect of proficiency for audi-
tory based responses (F[1, 30] = 4.01, p = 0.04) indicating that 
AO+ children made more /apa/ responses than AO− children. 
There was no significant effect of proficiency on the number of 
visually based responses (p = 0.10) nor on the number of fusions 
(p = 0.94). We also found a significant interaction between visual 
condition and response (F[2, 58] = 39.62, p < 0.0001). Further 
analysis revealed significant effects for each of the response fac-
tors: Auditory based responses were increased by visual reduc-
tion (F[1, 30] = 70.09, p < 0.0001), whereas fusion (F[1, 30] = 
9.75, p < 0.005) and visually based responses (F[1, 30] = 44.62, 
p < 0.0001) were decreased. The three-way interaction between 
group, visual condition, and response was not significant 
(p = 0.28), showing that this pattern of responses according to 
the visual condition (VCL or VR) did not vary between groups.

Impact of Spectrally Reduced Speech Proficiency
Results of NH children were also analyzed according to 

their performance in the AO condition. Participants of the NH 
group were divided into proficient (NH+; n = 15) and non-
proficient (NH−;  n = 16) groups based on the median in the 
AO modality, averaged on VCL and VR conditions (84.72%). 
As seen in Table 4, NH+ and NH− children did not differ in 
terms of chronological age and lipreading abilities (VO modal-
ity). In contrast, NH+ children had significantly higher per-
formance in AO (F[1, 30] = 49.19, p < 0.0001) and AV (F[1, 
30] = 20.64, p < 0.0001) modalities than the NH− children. A 
mixed ANOVA with proficiency and visual condition as factors 
showed that AV gain was decreased significantly by VR (F[1, 
30] = 6.33, p = 0.02). There was no main effect of proficiency 
(F[1, 30] = 0.006, p = 0.94) nor significant interaction between 
proficiency and visual condition (F[1, 30] = 1.55, p = 0.11).

The percentage for each type of answer (auditory, fusion, 
visual) is presented in Figure 4. For A/afa/V/a∫a/ (Fig. 4A), in 
VCL condition, a mixed ANOVA with proficiency and response 
as factors revealed a main effect of response (F[2, 58] = 40.95,  
p < 0.0001). A planned comparison with Bonferroni corrections 

showed that participants (NH+ and NH−) gave significantly 
more visually based responses than auditory based responses 
(p < 0.0001) and fusion (p < 0.0001). No difference between 
proficient and nonproficient NH children was found. Next, 
when the visual condition factor was introduced in the ANOVA, 
analysis revealed a main effect of response (F[2, 58] = 16.69,  
p < 0.0001), a significant interaction between response and pro-
ficiency (F[2, 58] = 3.81, p = 0.03) and between visual con-
dition and response (F[2, 58] = 42.93, p < 0.0001). Further 
analysis revealed that over all visual conditions (VCL and VR), 
NH− children made significantly more visually based responses 
(p = 0.02) and significantly less auditory based responses (p = 
0.04) than NH+ children did. Furthermore, analysis showed that 
VR led to a significant increase in the number of auditory based 
responses (F[1, 30] = 58.32, p < 0.0001) and to a significant 
decrease in the number of visually based responses (F[1, 30] = 
48.66, p < 0.0001). The number of fusions were not modified 
by VR (p = 0.09). The three-way interaction for Proficiency × 
Visual Condition × Response was not significant (p = 0.82), 
indicating that the impact of VR on responses to McGurk stim-
uli was similar in both NH+ and NH− groups.

For A/apa/V/aka/ (Fig. 4B), in VCL, a mixed ANOVA with 
response and proficiency as factors revealed a main effect of 
response (F[2, 58] = 15.35, p < 0.0001). A planned comparison 
with Bonferroni corrections showed that participants (NH+ and 
NH−) gave significantly more auditory based responses than 

Fig. 4. A, Response type in the auditory/afa/ visual/a∫a/ McGurk trials in VCL 
blocks and in VR blocks for the NH children according to the auditory pro-
ficiency. NH− represents the group of nonproficient NH children and NH+ 
represents the group of proficient NH children. B, Response type in the 
auditory/apa/ visual /aka/ McGurk trials in VCL blocks and in VR blocks for 
for the NH children according to the auditory proficiency. NH− represents 
the group of nonproficient NH children and NH+ represents the group of 
proficient NH children. VCL, visual clear; VR, visual reduction; CI, cochlear 
implanted; NH, normal hearing.

TABLE 4.  Characteristics of the proficient (NH+) and the 
nonproficient (NH−) NH children

NH+ NH−
Independent 

Sample t Tests

Age (mos) 126 121 ns
Mean correct 

identification in  
AO modality

90% 75% p < 0.0001

Mean correct 
identification in  
VO modality

58% 50% ns

Mean correct 
identification in AV 
modality

93% 82% p < 0.0001

Mean AVG in VCL 46.52% 27.45% ns
Mean AVG in VR 1.49% 7.31% ns

AV, audiovisual; NH+, proficient NH children; NH−, nonproficient NH children; NH, normally 
hearing; ns, not significant; VO, visual-only; VCL, visual clear condition; VR, visual reduction 
condition.
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visually based responses (p < 0.0001) and fusion responses  
(p = 0.01). Next, when the visual condition was included in the 
ANOVA, analysis revealed a main effect of response (F[2, 58] =  
67.21, p < 0.0001) and a significant interaction between 
response and visual condition factors (F[2, 58] = 41.53, p < 
0.0001). Further analysis showed that auditory based responses 
were increased by VR (F[1, 30] = 57.68, p < 0.0001) whereas 
visually based responses (F[1, 30] = 24.88, p < 0.0001) and 
fusion (F[1, 30] = 29.63, p < 0.0001) were decreased. The 
three-way interaction between proficiency, visual condition, and 
response was not significant (p = 0.72), indicating that the impact 
of VR on responses to McGurk stimuli was the same in both  
groups.

In summary, in both groups, the visual-reduction technique 
had the following global impact:

(1) Performance in the AO condition increased.
(2) Performance in the VO condition decreased.
(3) The AV gain decreased.
(4) �Regarding the McGurk stimuli, the number of visu-

ally based responses was always decreased whereas the 
number of auditory based responses always increased.

Modeling Results
Results from our study showed that VR led to an increase in 

the importance of audition in the response pattern. The ques-
tion arises as to whether differences in AV performance are 
caused by differences in the informational content of auditory 
and visual modalities or by differences in the weight assigned to 
these modalities in the integration process itself (Grant 2002). 
To answer this question, a variant of the “fuzzy-logical model 
of perception” (FLMP), named “weighted fuzzy-logical model 
of perception” (WFLMP) was applied to our data. The standard 
form of the FLMP proposed by Massaro (1987, 1998) is a post-
phonetic integration model with a statistically optimal integra-
tion rule. It can be expressed as follows:
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), visual (P
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probabilities, respectively. Because the FLMP entails a fixed 
integration rule, a good fit of data to the FLMP means that any 
differences in AV responses are caused by differences in unisen-
sory processing before the AV integration occurs.

For the study of subject variability, Schwartz (2010) used 
a variation of the FLMP, named the WFLMP, in which inputs 
from audition and vision are weighted. He compared this new 
model with the standard FLMP using various criteria (root-
mean-square error, Bayesian model selection criterion) and 
found that WFLMP fitted the data better than the FLMP did. 
Therefore, WFLMP provides a meaningful indicator of how 
much individuals rely on audition and on vision (Schwartz  
et al. 2010). For these reasons, the WFLMP was used here. The 
WFLMP is defined by the following:
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In this expression, λ
A
 and λ

V
 are subject-dependent factors 

used to weight the auditory and visual inputs in the computa-
tion of the AV responses. For each subject, a lambda value is 
defined between 0 and 1; λ

A
 and λ

V
 are computed from lambda 

by: λ
A
 = lambda/(1−lambda) and λ

V
 = (1−lambda)/lambda, with 

thresholds maintaining λ
A
 and λ

V
 between 0 and 1. As a result, 

P
AV

 varies from a value close to P
A
 when lambda is close to 1, to 

a value close to P
V
 when lambda is close to 0, through a value 

identical to the FLMP prediction when lambda is close to 0.5, 
with λ

A
 and λ

V
 both equal to 1 (Schwartz 2010).

The assessment criteria used here was the root-mean-
square error (RMSE), computed by taking the squared distance 
between observed and predicted probabilities of responses, 
averaging them over all categories C

i
 and all experimental con-

ditions E
j
 (naming AO, VO, and AV) and taking the square root 

of the result.
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In this equation, observed probabilities are in lower case and 
predicted probabilities are in upper case. Nonresponse data are 
included as a supplementary output category to sum at 1 for 
each input category.

Figure 5 shows that regression lines of both CI and NH 
groups were flat in the VCL condition and steeper in the VR 
condition where RMSE decreases when lambda increases. This 
result suggests that the model fits the data in VR condition better 
when an additional weight is applied to the auditory modality. 
To test this hypothesis, we performed an analysis of covari-
ance with RMSE as the dependent variable, visual condition 
(VCL, VR), and group as factors and lambda as covariate fac-
tor. We found a significant effect of visual condition (F[1, 75] =  
49.54, p < 0.0001), a significant effect of lambda (F[1, 75] = 
81.11, p < 0.0001), and a significant interaction between lambda 
and visual condition (F[1, 75] = 9.82, p = 0.003). This signifi-
cant interaction indicates that the variation of RMSE according 
to lambda was not the same in VCL condition than in VR condi-
tion. There was no main effect group (p = 0.07) and no signifi-
cant interaction involving the group variable. Taken together, 
results indicate that the weight of audition is increased in VR 
condition compared with VCL condition. There is no evidence 
that this increased auditory weight varies across groups.

DISCUSSION

Perception of incongruent AV stimuli by CI children is 
largely biased toward the visual modality (Schorr et al. 2005, 
Leybaert & Colin 2007). Here, we examined whether this visual 
bias is fixed and immutable by varying the quality of the visual 
speech cue and the degree of auditory proficiency. To that aim, 
a group of CI children was presented with an AV speech-per-
ception paradigm in which stimuli were either clear or visually 
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degraded. Their performance was compared with those of NH 
children receiving spectrally reduced speech. Results of both 
groups were similar in AO, AV, and VO modalities, indicating 
comparable levels of auditory performance, lipreading, and AV 
gain. Results of both groups confirmed the effectiveness of our 
visual-reduction technique, because performance was decreased 
in the VO and AV modalities. On the contrary, performance in 
the AO modality was increased. This was an unexpected effect 
because no visual cue was provided in that modality (the speak-
er’s face remained still). One explanation might be that unreli-
able visual information in the surrounding AV and VO trials led 
to an increase of attention given to the auditory information.

Responses to McGurk stimuli were examined separately. In the 
case of A/afa/V/a∫a/ presented in VCL, CI children gave mainly 
visually based responses /a∫a/. This result corroborates previous 
findings (Schorr et al. 2005; Leybaert & Colin 2007) and shows 
that when presented with incongruent AV stimuli, CI children 
base their perception mainly on the visual modality. NH children 
also choose the visual modality, contrary to previous findings 
showing a tendency of NH children to choose the auditory 
modality (McGurk & MacDonald 1976; Massaro 1984; Massaro 
et al. 1986; Tremblay et al. 2007). Here, because of the spectrally 
reduced speech, NH children had to base their perception on vision, 
which had become their most reliable source of information. This 
hypothesis is confirmed by looking at the confusion matrices 
(Appendix A1, Supplemental Digital Content 1, http://links.lww.
com/EANDH/A87): visual /a∫a/ is much better identified than 
auditory /afa/ (90% versus 50% correct).

Next, when the visual input was reduced, the number of visu-
ally based responses was decreased in both groups, whereas the 
number of auditory based responses was increased. Again, we 
might say that responses of CI and NH children are dependent 
on the informational content of both unimodal channels. In 
VR condition, the better identification of auditory /afa/ com-
pared with visual /a∫a/ (see Appendix A1, Supplemental Digi-
tal Content 1, http://links.lww.com/EANDH/A87) explains the 
significant increase of auditory based responses in both CI and 
NH children. However, the informational content of each input 
does not seem to be the only explanation for the increase in the 
number of auditory based responses. Indeed, analyses made in 
the framework of the WFLMP showed that the weight of audi-
tion was increased in both groups when the visual input was 
degraded. This important result indicates that our technique 

of VR modified the informational content of the VO modality 
and that consequently, participants awarded more weight to 
audition. Children in this study acted as if they were forced to 
lean more on audition because of the VR. In sum, differences 
between VCL and VR were not only caused by differences in 
unimodal performance but also by differences in AV speech 
integration per se.

In the case of A/apa/V/aka/ presented in VCL, CI children 
gave mainly visually based responses and fusion. The fact that 
the fusion rate was high might come as a surprise because pre-
vious studies have shown weak fusion capacities in CI children 
(Schorr et al. 2005; Leybaert & Colin 2007). Note, however, 
that some of the errors made by the CI group in AO and VO 
conditions were consistent with the fusion responses (partici-
pants answered /ata/ on 18% of the trials in response to /apa/ in 
AO modality and on 9% of the trials in response to /aka/ in VO 
modality). This, as argued by Grant & Seitz (1998), makes it 
difficult to distinguish between auditory/visual errors (with no 
AV integration) and evidence for McGurk fusion (with AV inte-
gration). Accordingly, the fusion rate /ata/ in the CI group might 
be partly explained by unimodal errors. Conversely, NH chil-
dren gave mainly auditory based responses. This is consistent 
with previous findings (McGurk & MacDonald 1976; Massaro, 
1984; Massaro et al. 1986; Tremblay et al. 2007). Thus, in VCL, 
CI children and NH responded differently. CI children leaned 
on the visual modality whereas NH children leaned on the audi-
tory modality. This difference can be explained by differences in 
unimodal performance. In NH children, auditory /apa/ is better 
identified (93%) than visual /aka/ (59%) is. Thereby, NH chil-
dren base their perception on audition. In CI children, auditory 
/apa/ (61%) and visual /aka/ (66%) are similarly identified. The 
fact that CI children leaned more on vision than audition shows, 
once again, that vision is the most reliable source of informa-
tion for children with a CI. Next, when vision was degraded, 
the number of visually based responses was decreased in both 
groups, whereas the number of auditory based responses was 
increased. Again, this result relates to the informational content 
of AO and VO modalities. However, the improved identification 
of auditory /apa/ compared with visual /aka/ in VR condition 
(see confusion matrices, Appendix A2, Supplemental Digi-
tal Content 2, http://links.lww.com/EANDH/A86) only partly 
explains the significant increase of auditory based responses 
in both CI and NH children. The other explanation is that, as 

Fig. 5. Variation of the root-mean-square error as a function of the lambda parameter tuning fusion in the weighted fuzzy-logical model of perception. CI, 
cochlear implanted; NH, normally hearing.

http://links.lww.com/EANDH/A87
http://links.lww.com/EANDH/A87
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for the previous McGurk stimulus, participants of both groups 
awarded more weight to the auditory modality.

In sum, VR led to a major increase of the weight of audition 
in the pattern of response. This increase is related not only to the 
degree of informational content of each unimodal channel but 
also to the fact the weight of audition, in the AV speech integra-
tion process, was increased.

A further result relates to the impact of VR on fusion 
responses. In both groups, the fusion rate was decreased in the 
case A/apa/V/aka/ (fusion /ata/) and unchanged in case of A/
afa/V/a∫a/ (fusion /asa/). The decrease in the number of /ata/ 
fusion is consistent with a decrease in the number of McGurk 
illusions when vision is degraded, as found in previous studies 
(Fixmer & Hawkins 1998; MacDonald et al. 2000). The fact that 
the number of /asa/ fusions did not decrease can be explained in 
the NH group by the increase in the number of confusions made 
in the AO modality. Indeed, confusion matrices show that NH 
children answered /asa/ in response to /afa/ in 15% of the trials 
in the AO VR modality, whereas this confusion never happened 
in VCL. Thereby, it is possible that the number of real fusions 
(with integration) was decreased by VR but this decrease was 
masked by the emergence of confusions (without integration). 
In the CI group, the number of fusions was already very low in 
VCL, possibly precluding any further decrease.

Another issue addressed in our study concerned the impact 
of auditory proficiency. Regarding the CI group, our data 
showed that when the visual input was clear, all CI children 
(proficient and nonproficient) gave mainly visually based 
responses to McGurk stimuli. This was especially true for A/
afa/V/a∫a/, where the visual cue /a∫a/ is more salient than the 
auditory cue /afa/ (80% correct versus 44% and 89% correct 
vs. 78% for the AO- and AO+ respectively). For A/apa/V/aka/, 
the visual preference was less obvious and responses were well 
balanced between the three possibilities. This result can be 
explained by the fact that auditory /apa/ and visual /aka/ are 
similarly perceived in the unimodal conditions (61% versus 
70% in the AO- group and 71% versus 61% in the AO+ group).

Nevertheless, the nonproficient CI users seemed to put more 
weight on vision than the proficient CI users because their rate 
of visually based responses was significantly higher (in both 
McGurk stimuli), even though their lipreading performances 
were similar. In addition, they paid less attention to audition 
than the proficient users did because their level of auditory 
based responses was significantly lower (also for both McGurk 
stimuli). These data suggest a relationship between AV speech 
perception and CI proficiency. Such a link was also reported in a 
recent study (Tremblay et al. 2010) with postlinguistically deaf 
adults. In their study, no significant difference in the number 
of McGurk fusions was found between proficient and nonpro-
ficient CI users and a group of NH controls. However, group 
differences emerged in the response alternatives chosen. When a 
nonfused response was produced, NH controls and proficient CI 
users tended to choose an auditory alternative whereas nonprofi-
cient CI users leaned more toward visual alternatives. These data 
suggest that, for postlinguistically deaf adults (contrary to pre-
linguistically deaf children), the AV imbalance in favor of vision 
is only present in CI users whose auditory input is degraded 
because of poor CI proficiency. Another study examining the 
impact of CI proficiency (Champoux et al. 2009) found that the 
recognition of auditory words was impaired in nonproficient CI 
users when irrelevant visual stimuli (dot motion and lip motion) 

were simultaneously presented. As this was not the case for pro-
ficient CI users, this result confirms that CI proficiency plays an 
important role in the ability to segregate vision from audition.

However, in our study, even the proficient CI children gave 
mainly visually based responses to McGurk stimuli. This dif-
fers from postlinguistically deaf adults and is probably because 
of the fact that prelinguistically deaf children were never con-
fronted with AV associations until the day their CI was switched 
on. Until that moment, they had to rely only on their lipreading 
skills to access speech recognition. At that point, in a situation 
of conflicting AV cues, they continued to use this strategy and 
relied on the least ambiguous modality.

The impact of auditory proficiency was also examined in NH 
children. We found no significant difference between proficient 
and nonproficient NH children when the visual input was clear: 
for A/afa/V/a∫a/, both groups relied on vision, probably because 
of a better identification of V/a∫a/ than A/afa/ in the unimodal 
conditions (92% versus 45% for the NH− and 89% versus 54% 
for the NH+). For A/apa/V/aka/, both groups relied on audition, 
probably because of a better identification of A/apa/ than V/
aka/ in the unimodal conditions (92% versus 57% for NH− and 
96% versus 61% for NH+). Some differences appeared when 
the visual input was degraded, at least for A/afa/V/a∫a/: NH+ 
children made significantly more auditory based responses and 
significantly less visually based responses than NH− children. 
Once again, this result relates to performance in unimodal con-
ditions: A/afa/ was correctly identified at a rate of 63% for the 
NH− group and at a rate of 82% for the NH+ group. On the 
contrary, because auditory /apa/ was identified at a same rate in 
both groups, no group difference appeared in VR condition for 
A/apa/V/aka/. To conclude, differences in responses to McGurk 
stimuli according to spectrally reduced signal proficiency are 
directly related to performance in AO modality.

CONCLUSIONS

Our study confirms the existence of a natural bias in favor 
of vision in AV speech perception in CI children when audition 
and vision are incongruent (in VCL condition). Nevertheless, 
this visual bias strongly depends on the experimental situation, 
because degrading the visual cue leads to an increase of the 
weight of audition in the response pattern. The question arises as 
to whether differences between visual clear and VR were caused 
by differences in integration per se or rather by differences in the 
informational content of each sensory channel (Grant 2002). To 
answer that question, the data set was analyzed in the framework 
of the FLMP (Massaro 1987, 1998). More precisely, we used 
the variant of the FLMP, the WFLMP, as proposed by Schwartz 
(2010). We found that the model fitted the data better when an 
additional weight was applied to the auditory modality. This 
was true for both groups. In other words, differences between 
visual-clear cues and visual-reduced cues were not only caused 
by difference in the informational content of the VO modality, 
but also by a supplementary auditory weight. It suggests that AV 
speech integration, in CI children and in NH children, is actually 
more an adaptive process than has been presented in previous 
research (Schorr et al. 2005; Leybaert & Colin 2007; Rouger 
et al. 2008). Indeed, results of both groups demonstrate that, 
in AV speech perception, responses are influenced by the task 
properties, here VR (supporting the view of Schwartz, 2010). 
This was also true in our previous study (Huyse et al. in revision) 
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in which not only VR but also auditory noise influenced the AV 
speech perception. In VCL, a stationary noise generated mainly 
visually based responses whereas a modulated noise allowed an 
increase of the number of McGurk fusions. Conversely, VR led 
to an increase in auditory based responses, whether the noise 
was stationary or modulated. Thus, the importance of audition 
and vision in speech perception depends on the experimental 
situation. The experimental situation modulates the level 
of certainty the perceiver has regarding auditory and visual 
information and the weight awarded to each modality. CI and 
NH children gave more importance to the modality that was 
more informative. This suggests that CI children are not trapped 
in a situation where they will only rely on vision. Rather, they 
will use the more reliable modality, whether auditory or visual. 
It is interesting that the more reliable modality was not always 
the same for CI children than for NH children (e.g., the visual 
modality was more informative than the auditory modality in 
the case of A/apa/V/aka/), suggesting that CI children should 
not be considered NH children. Moreover, our study showed 
that AV speech perception also depends on CI proficiency, with 
proficient CI children being “less visual” and “more auditory” 
than the nonproficient, also because of differences in modality 
informational content. However, even for proficient CI users, 
lipreading remains an essential source of information. Indeed, 
the CI is highly sensitive to noise (Fu et al. 1998; Fetterman 
& Domico 2002; Munson & Nelson 2005), leading to 
decreased auditory performance in many common situations 
(classrooms, restaurants, etc.). Because auditory and visual 
cues are congruent in everyday life, lipreading helps CI users to 
overcome the difficulties, and it should therefore be part of the 
rehabilitation programs for CI patients.
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