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Three dimensional dislocation dynamics (DD) simulations are performed to investigate the governing
mechanism of size dependent plastic deformation in submicron face-centered cubic (fcc) micropillars
under uniaxial loading. Based on previous atomistic simulations, we introduce an algorithm for
dislocation nucleation at the free surface as a function of stress and temperature in the DD simulation.
The simulation results show stochastic behaviors in agreement with experimental observations, and
reveal that dislocation nucleation at the free surface is the dominant mechanism of plastic flow in small
pillars with diameters less than 200 nm, while the operation of truncated dislocation sources is the
governing mechanism in large pillars with diameters exceeding 1 lm. In between, both mechanisms
come into play in a stochastic way.

� 2015 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

With the advent of micro-scale devices for engineering applica-
tions, mechanical properties of materials at small scales have
attracted progressively more attention. Since it is now known that
many mechanical properties at the sub-micron scale differ from
those at the bulk scale, a fundamental understanding of such size
dependence is required for further development.

Recent micromechanical experiments have revealed that the
flow stress (s) of metallic micropillars correlates with the pillar
diameter (d), with a scaling law of s / d�0.5 to d�1.0 for a wide vari-
ety of face centered cubic (fcc) metals, even in the absence of strain
gradients [1–7]. The reader is referred to the literature [8–10] for
recent reviews on size effects in small structures. Among proposed
models for these ‘smaller is stronger’ phenomena in metals, com-
monly accepted explanations include the dislocation starvation
(DS) model [11,12] and the single arm source (SAS) model
[13–18]. According to the DS model, smaller samples contain fewer
dislocation sources making it easier for dislocations to escape, so
that higher stresses are required to generate new dislocations for
sustained plastic deformation. In the SAS model, the lengths of
the truncated sources are shorter in smaller samples, so that higher
stresses are required to operate them. Recent in situ TEM observa-
tions provided support for both dislocation source exhaustion [19]
and truncated source operation [20], and showed that both mech-
anisms could contribute to higher strengths in smaller volumes
simultaneously rather than exclusively [21]. In both models, dislo-
cation sources play a critical role in controlling the deformation
behavior.

To achieve a better understanding of size dependent plasticity
at the sub-micron scale, it is necessary to explore the details of dis-
location behavior in small crystals. For this task, dislocation
dynamics (DD) simulation provides a unique opportunity both to
study the motion of individual dislocations, and to understand
the mechanical behavior of materials in terms of the collective
behavior of dislocations [17,22–29]. Fertig and Baker summarized
the main features of widely used DD codes in their recent review
[30]. Using DD simulations, Tang et al. showed that mobile disloca-
tions in smaller micropillars could escape more quickly than in lar-
ger ones, so that the flow stress increases due to fewer sources
[31,32], thus providing a strong support for the DS model. On the
other hand, it has also been shown that activation of truncated
sources can successfully explain the size dependent flow behavior
in both fcc and bcc crystals [18,20,33]. To model realistic situations,
it is necessary to account for both internal sources from dislocation
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Table 1
Material properties and operating parameters.

Material and parameters Dimension Value

Shear modulus [GPa] 48
Poisson ratio 0.34
Edge mobility [Pa�1 s�1] 105

Screw mobility [Pa�1 s�1] 105

Burgers vector length (b) [m] 2.556 � 10�10

Temperature [K] 300
Attempt frequency (m0) [s�1] 1 � 1013

Mean value of SCF (�a) 1.0
Standard deviation (b) in SCF 1.0
Friction stress in Cu [61] [MPa] 34.6
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interaction and those in the vicinity of the free surface where dis-
location nucleation is expected to occur. It is necessary to account
for dislocation sources at the free surfaces especially in submicron
crystals where the surface-to-volume ratio is very high. To our
knowledge, most existing DD models consider only the internal
sources while ignoring those associated with dislocation nucle-
ation at the surface, and tend to underestimate the role of surface
nucleation [14,25,29,33,34].

With regard to external dislocation sources, the dislocation
nucleation rate, a fundamental quantity of interest, has been calcu-
lated by continuum [35,36] and atomistic models [37–41].
However, these approaches both have limitations. Continuum
models are usually based on the linear elastic constitutive relation,
which may not be valid under the high strain and nonlinear condi-
tions of dislocation nucleation. On the other hand, direct molecular
dynamics (MD) simulations are limited to exceedingly high strain
rates. To overcome these limitations, a recent approach is to com-
bine reaction rate theories with atomistic models, wherein atomis-
tic simulations are used to compute the activation barrier which
then serves as an input parameter for the reaction rate theory to
predict the dislocation nucleation rate [42,43].

In this paper, we investigate the plastic flow behavior of
single-crystal copper specimens under uniaxial loading using a dis-
location dynamic model. In particular, attention will be given to
the fcc metals in which perfect dislocations have a dominant role
in the process of plastic deformation. We develop an algorithm
within the DD framework to account for dislocation nucleation at
the free surfaces, based on both atomistic modeling and reaction
rate theory. Using this model, we explore its application to the
plastic flow behavior of fcc metal micropillars under uniaxial load-
ing. Our DD simulation results, when compared to both experi-
ments [21,44,45] and theoretical models [13,46] on micropillar
deformation, show that exhaustion hardening and truncated
source operation can play significant roles simultaneously .
2. Simulation methods

2.1. Three dimensional dislocation dynamics in a cylinder

Dislocation dynamics simulations were performed using a mod-
ified version of ParaDiS (Parallel Dislocation Simulator), a DD code
originally developed at the Lawrence Livermore National
Laboratory [22]. In ParaDiS, arbitrarily curved dislocations are dis-
cretized to a series of straight dislocation segments connected by
nodes. To keep track of dislocation motion, we computed the force
on each node based on the Peach–Koehler (PK) formula. The local
stress is determined from contributions from the applied loading,
interactions with other dislocations, and corrections due to the
existence of free surfaces. Once the force has been evaluated at
each node, the dislocation velocity is computed using a mobility
function [47]. In this work, we consider the over-damped regime
in which the velocity of each dislocation is linearly proportional
to the nodal force, subjected to glide plane constraints. Finally, dis-
location movements are computed and updated with the consider-
ation of topological changes and remesh requirements [22].

In order to model a micropillar compression experiment, the
effect of the free surface on the stress field needs to be taken into
account. To this end, various methods have been proposed to sat-
isfy the traction-free boundary condition on the free surface
[34,48,49]. In this work, we consider the effect of the image stress
using the Yoffe correction field of semi-infinite segments for com-
putational efficiency, which has been shown to be a good approx-
imation, especially for segments intersecting the surface [50,51].
To check the validity of this approach, we compared a DD result
using the Yoffe solution with the one using the spectral method
[48], and did not observe a significant qualitative difference.
Using a surface nucleation algorithm to be described in the next
section in detail, a series of DD simulations of uniaxial tension
were performed on Cu single crystal micropillars with diameters
ranging from 150 nm to 1000 nm. For all the samples, the ratio
of height to diameter is fixed at 5. The material properties and con-
trolling parameters are listed in Table 1.

2.2. Dislocation nucleation at the free surface

At the small scale of interest here, all possible dislocation
sources need to be taken into account. Most existing DD models
focus only on internal dislocation sources which mainly result
from dislocation–dislocation interactions, cross-slip or artificial
pinning points [29,52]. However, artificially created pinning points
are not physically realistic and cross-slip does not occur easily in
metals with low stacking fault energy. Internal dislocation sources
from the interaction of dislocations can be naturally formed within
the DD framework, while external sources due to dislocation
nucleation at the free surface have not been carefully considered
yet. Here, we develop a simple algorithm to implement surface
nucleation in the ParaDiS cylinder code.

To accommodate dislocation sources associated with surface
nucleation within the DD framework, we have adopted the nucle-
ation rate from atomistic models [42,43], usually expressed as a
function of stress and temperature. The computed dislocation
nucleation rate (m) is expressed as

m ¼ m0 exp �Qðr; TÞ
kBT

� �
; ð1Þ

where m0, kBT are the attempt frequency, the thermal energy,
respectively, and Q is the activation free energy which is obtained
from the previous study for dislocation nucleation from a Cu
nanorod [42,43]. Even though the nanorod considered in the ato-
mistic model has a square cross section, which is different from
the circular cross section considered here, the tabulated Q(r,T)
function in [42] is used here given the various approximations
already invoked in the present model. Furthermore, the previous
work [42] considered nucleation of Shockley partial dislocations,
while here we consider perfect dislocations, under the assumption
that the trailing partial will quickly follow once the leading partial
is nucleated. In this work, we focus on plastic flow at room temper-
ature only, while noting that other temperatures could be treated in
the same way. At given nucleation rate, we implement the surface
dislocation nucleation in DD by adopting an algorithm commonly
used in the kinetic Monte Carlo method [53], which can provide a
simple yet powerful tool to obtain information about the statistical
behavior of kinetics in many physical phenomena. To mimic the
surface roughness, N possible nucleation sites on the surface are
randomly distributed on the surface with different stress concentra-
tion factors (SCFs), which follow a normal distribution with a mean
of �a, and a standard deviation of b. These values were chosen to fit
the experimental values, as listed in Table 1. At a given stress and



Fig. 1. (A) Stress vs. strain curves (B) dislocation density evolution for the 150 nm,
300 nm, 600 nm and 1000 nm sized pillars with the initial dislocation density of
1013 m�2. For each size pillar, dislocation density is plotted after averaging them
within data bins. The symmetric error bars denote the standard deviation from the
mean values.
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time, the nucleation probability for the ith site is simply computed
as

Pi ¼ mi � Dt ¼ m0 exp �Qðair; TÞ
kBT

� �
� Dt; ð2Þ

where ai is the stress concentration factor for the ith nucleation site.
Note that activation energy for surface nucleation for each site var-
ies due to different stress concentration factors. When the sum of all
probability is larger than unity, the time step needs be adjusted by

Dt ¼ Dt0PN
i¼1Pi

; ð3Þ

where Dt0 is the original time step. The nucleation site is chosen
stochastically, according to the nucleation probability, using the fol-
lowing relation;

Xm�1

i¼1

Pi 6 g
XN

j¼1

Pj <
Xm

k¼1

Pk; ð4Þ

where i, j, and k are summation indices denoting the individual
events, m is the index of the chosen nucleation site, and g is a ran-
dom number uniformly distributed over the range [0,1) [54]. Once a
nucleation site is chosen, we allow nucleation to occur only on the
1/2 h110i/{111} type slip systems at the surface of the cylinder by
creating dislocation half loops. The slip system with maximum PK
force on the dislocation segment closest to the cylinder axis is
selected for dislocation nucleation. When the magnitude of the
maximum PK force is the same for multiple possible slip systems,
the slip system of the half loop is randomly chosen among them,
with the restriction that it moves inside the cylinder after nucle-
ation. In addition, the initial radius of the newly-nucleated disloca-
tion loop is kept as small as 50 times the magnitude of the Burgers
vector. When a loop is formed at the surface, its contribution to the
total plastic strain is added as follows

Deplastic
ij ¼ ðbinj þ bjniÞ

2V
A0; ð5Þ

where b, n are the Burgers vector and slip normal, respectively; V is
the volume of the cylinder and A0 is the initial area of the half loop.

2.3. Initial dislocation structure and loading mechanism

At small scales, the mechanical response can be affected by the
stability of the initial pinning points, so it is important to start the
simulation with a reasonable initial dislocation structure [55]. To
this end, several models have been suggested: a Frank network
relaxed from randomly distributed straight and jogged dislocations
[32], randomly distributed Frank–Read sources with pinning points
[56] and randomly distributed loops with cross-slip allowed [26].
In this work, we adapt an approach similar to that by Motz et al.
[26], in which an initial dislocation structure is prepared through
the relaxation of randomly distributed dislocation glide loops in
the absence of an applied stress until further dislocation activity
is not noticeable. During the relaxation step, dislocation junctions
were formed naturally without the aid of cross-slip, which in turn,
formed internal dislocation sources. A detailed picture of the evo-
lution of dislocation density and structure during the relaxation
step can be seen in the supplementary movie 1.

To be consistent with a stress-controlled experiment [1,2] and
existing DD studies [14,32,33,52,57], external loading was imposed
through a cut-off plastic strain rate method, where a constant
increment of 0.05 MPa is applied at a cut-off plastic strain rate of
5 � 104 s�1 [58]. With these parameters, the simulations results
are reasonably insensitive to the loading rate. The loading was
applied along the cylinder axis, which has the [001] crystal orien-
tation. Periodic boundary conditions are applied along the cylinder
axis, and slip was allowed to occur only on 1/2 h110i/{111} type
slip systems.
3. Simulation results

3.1. Size-dependence of flow stress

To investigate the effect of sample size, DD simulations were
performed with different pillar diameters ranging from 150 nm
to 1 lm. The initial dislocation density was about 1013 m�2. To
obtain reasonable statistics, 10 independent simulations were per-
formed under the same conditions. The simulation results indicate
that the stress–strain curve clearly depends on the pillar diameter,
as shown in Fig. 1A. As the sample diameter decreases from 1 lm
to 150 nm, the flow stress increases from roughly 300 MPa to
1 GPa. We could see stochastic variation in flow stress for all sized
samples. The greatest variations were observed in the mid-sized
sample of 600 nm, with the highest flow stress reaching 900 MPa
and the lowest only 500 MPa. The evolving dislocation densities
for differently sized pillars were calculated and plotted against
strain in Fig. 1B. Overall, the dislocation densities remain roughly
constant with increasing plastic deformation after the initial yield-
ing. For the largest samples with diameter of 1 lm, dislocation
densities seem to saturate with small fluctuations, while those
among the smallest samples (150, 300 nm in diameter) show sig-
nificant fluctuations. Interestingly, the 600 nm samples showed
both behaviors, i.e. with dislocation densities fluctuating in some
cases but nearly saturating in others (see supplementary Fig. S1).

These flow behaviors can be understood in terms of the
microstructure of dislocations. For small samples, in the initial



Fig. 2. Stress and density evolution under the loading for (A) a 150 nm (B) 1000 nm
sized pillar. Inset denotes dislocation structures with respect to points along the
stress–strain curve.
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state of loading, dislocations move out of the sample easily, so a
state lacking mobile dislocations is reached, consistent with the
dislocation starvation model. When the stress reaches the critical
stress for nucleation, dislocation half loops are generated from
the surface, so that the flow stress reaches a plateau without hard-
ening. Fig. 2A and supplementary movie 2 show detailed stress–
strain curves, dislocation density, and dislocation structure evolu-
tion for a typical result in a 150 nm sample. In all supplementary
movies, the colors of the segments indicate the slip plane of the
dislocations, among which the red segments indicate newly cre-
ated dislocation junctions, formed through reactions of the type
1=2½01 �1� þ 1=2½�101� ¼ 1=2½�110� (Lomer lock). On the other hand,
internal dislocation sources easily form in the larger samples
(e.g., 1 lm in diameter), so that the flow stress stops increasing
once they start to operate. With a dislocation density of
1013 m�2, the pillar size of 1 lm is not large enough and dislocation
interactions are still insufficient to produce forest hardening, and
the internal sources continue to operate. A detailed picture of the
microstructure evolution with corresponding stress–strain curve
and dislocation density for a 1 lm diameter sample is provided
in Fig. 2B and supplementary movie 3. In between, the 600 nm
samples show both single arm source operation and surface nucle-
ation in a stochastic way. For single arm operation, the dislocation
density remains nearly constant with small fluctuations, while the
surface nucleation results in larger fluctuations in dislocation den-
sity (see supplementary Fig. S1).

3.2. The effect of initial dislocation density

To study the effect of the initial dislocation density, we have
performed simulations with different initial densities ranging from
1013 m�2 to 1014 m�2. Stress–strain curves for three different initial
dislocation densities are shown in Fig. 3A–D. We see that the flow
stress decreases with increasing initial dislocation density for all
sample sizes, contrary to the conventional Taylor hardening rela-
tionship. It can be understood from the fact that dislocations
now act as ‘‘carriers of plasticity’’, rather than ‘‘obstacles to disloca-
tion motion’’ as in the forest hardening mechanism. For the
150 nm diameter samples, dislocations are so scarce that all mobile
dislocations move out of the samples in the initial stage of loading.
For further deformation, the stress needs to reach a level that
brings external sources associated with surface nucleation of dislo-
cations into play. As a result, the flow stress can always reach the
nucleation stress without noticeable dislocation interactions. Due
to the various stress concentration factors of the nucleation sites,
the flow stresses exhibit stochastic behavior, even with the same
initial dislocation densities, as shown in Fig. 3A. For the intermedi-
ate sized samples (300, 600 nm in diameter), we see both trun-
cated source operation and surface nucleation, resulting in more
predominant stochastic variations in the flow stress (Fig. 3B and
C). Since it is more probable for dislocations to interact with each
other at higher initial densities, the higher the initial dislocation
density, the smaller the pillar size at which highly stochastic flow
behavior is observed. For example, at a low initial dislocation den-
sity of 1013 m�2, the most stochastic flow behavior is observed for
600 nm and above samples, whereas it occurs for 300 nm and
above samples at a higher initial dislocation density of 1014 m�2.
In contrast, for 1 lm samples, it is more probable for dislocations
to interact so that SASs are easily formed and operate almost con-
tinuously. Due to computational limitation, we could not perform
DD simulations for the cases with the diameter of 1 lm and the ini-
tial dislocation density of 1014 m�2 (Fig. 3D). However, the initial
dislocation density would not give rise to noticeable difference in
the flow behavior at the sample size of 600 nm, when the initial
density was higher than 5 � 1013 m�2 (Fig. 3C). Flow behaviors in
1 lm samples are highly expected to show similar trends. In addi-
tion, the fluctuations between large samples with different initial
dislocation densities are not as large as those between small sam-
ples, so that the flow stresses are quite low for the largest sample.

To see the size dependence clearly, the flow stresses at the pla-
teau were determined and plotted against the corresponding pillar
diameters in Fig. 4. DD results clearly show size dependent plastic
flow behavior, but the flow stresses from DD results were some-
what higher than experimental results. It is expected that other
types of defects such as impurities and point defects could act as
additional dislocation sources, so that the plastic flow would occur
at lower stress in experiments. However, the log–log plot gives a
size dependence exponent of about 0.73, which is consistent with
experimentally observed exponents for fcc metal pillars [21,44,45].
Experimental details are summarized in Table 2.
4. Comparison with theoretical models for both surface
nucleation (SN) and single arm source (SAS) models

To have a quantitative understanding of the governing mecha-
nism for plasticity at the submicron scale, we compared our DD
results with existing theoretical models for both truncated source
operation and surface nucleation.

4.1. Surface nucleation model

We start by considering the kinetic nucleation model by Nix
and Lee [46], which envisages surface nucleation as a controlling
mechanism for micropillar plasticity. In this model, mobile disloca-
tion density is controlled by a competition between the rate of dis-
location nucleation at the surface and the rate of annihilation out
of the free surface, so that structure evolution law is simply



Fig. 3. Stress vs. strain curves with different initial dislocation densities for (A) 150 nm, (B) 300 nm, (C) 600 nm and (D) 1000 nm sized pillars.

Fig. 4. Comparison between flow stress from micro-pillar experiments and DD
results at steady flow state.
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_q ¼ _qþ � _q�; ð6Þ

where _qþ stands for the rate of increase in dislocation density from
surface nucleation, and _qþ denotes the annihilation rate. Now, we
Table 2
Experimental condition.

Experiment [Ref. No.] Crystal orientation Pillar fabrication Section geometry

Tension [21] [001], [234] FIB milling Rectangle
Compression [44] [111] Electroplating Rectangle
Compression [45] [001] FIB milling Circle
may express the increasing rate associated with nucleation as
follows:

_qþ ¼ m0 exp
�DGðr; TÞ

kBT

� �� �
� pDh

b2

� �
�

p
4 D

h pD2

4

 !
ð7Þ

where the first term stands for the rate of nucleation per site, the
second term represents the maximum number of possible nucle-
ation sites at the surface and the last terms denotes the average dis-
location length per unit volume. Here, we modified the original
expression by taking the nucleation rate from the atomistic simula-
tion results [43]. The effect of stress concentration is ignored in this
simple analysis. For the depletion rate, it is assumed that disloca-
tions can travel across the diameter of the pillar during their life-
time, which is then computed by dividing the pillar diameter by
the dislocation velocity. Then, the depletion rate is simply com-
puted by dividing the mobile dislocation density by the lifetime
of traveling dislocations as follows

_q� ¼ q
tlife
¼ q

vd

D
¼ q

MSrb
D

; ð8Þ

where vd, M and S denote the dislocation velocity, mobility and
Schmid factor. To compute the rate of depletion, we take the
Diameter [nm] Strain rate [10–3/s] Size exponent Initial density [m�2]

128–190 �5 (5.6 ± 0.3) � 1014

100–500 �3 0.63 ± 036 1.5 � 1014

90–1700 �5 0.89 ± 0.20 5 � 1013



Fig. 5. Rate of increasing in dislocation density and the depletion rate with respect
to the applied stress. The initial dislocation density is 1013 m�2.

Fig. 6. Comparison between DD results and theoretical models of SAS and SN
mechanisms with the initial density of 1013 m�2.

Fig. 7. Critical length of initial SAS normalized by the pillar diameter.
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dislocation density from DD results when flow stress reaches a pla-
teau at each case. In Fig. 5, we plot these two rates as a function of
the applied stress for different sample sizes. Here, the initial dislo-
cation density in the DD model is 1013 m�2; we could not see
noticeable quantitative differences with different initial dislocation
densities. It is worth noting that, in Eq. (7), the dislocation nucle-
ation rate is independent of the pillar diameter [46]. From the form
of Eq. (6), we computed the flow stress for the steady condition at
which the rate of dislocation nucleation is balanced by the rate of
depletion out of the surface and compared the results with our
DD results, as shown in Fig. 6. We can see that the size dependence
from the surface nucleation model is not very significant. Therefore,
we conclude that surface nucleation provides a maximum stress
limit for the flow stress.

4.2. Single arm source model

The critical resolved shear stress for SAS operation has been
computed in various papers [13,16,59,60]. Among them, we take
Parthasarathy et al.’s SAS model [13] with input from our DD
results. The critical resolved stress is expressed as

rSAS
cr ¼ r0 þ

1
2
lb

ffiffiffiffi
q
p þ alb

kcr
; ð9Þ

where the first term indicates the friction stress [61], the second
term represents the internal stresses associated with dislocations,
and the third term represents the resistance associated with line
tension. Here a is a constant and kcr is the statistical average length
of the weakest single arm dislocation source, which is measured
from our DD results. To calculate it from the DD results, we look
for the first formed single or doubly connected arms and compute
the minimum length from the surface in its slip plane. Recently,
Cui et al. [33] reported that the critical source length calculated
from DD is linearly proportional to the sample diameter. Using
our DD results we get the same trend as shown in Fig. 7, where
we have plotted the results for different initial dislocation densities.
With the aid of these DD results, the flow stress is calculated and
added in Fig. 6. It exhibits clear size dependence and agrees well
with our DD results.
5. Discussion

For submicron fcc micro pillars, it has been postulated that the
plastic deformation can be divided into three regimes [9,52]. For
small samples with diameters less than 150 nm, the initial disloca-
tions hardly interact with each other before they are driven out of
the sample, so that further plastic deformation is governed by dis-
location nucleation at the surface. For large samples with diame-
ters exceeding 1000 nm, since it is almost impossible to avoid
dislocation interactions, SASs are formed under the loading and
the operation of these SASs is believed to be the governing mech-
anism. In between these two regimes, both SN and SAS are likely to
occur simultaneously. In this work, for the qualitative characteriza-
tion of these regimes, we have extended the existing DD models by
implementing a surface nucleation scheme. To see the governing
mechanisms for plasticity with respect to the sample size and ini-
tial dislocation density, we have investigated the evolution of the
dislocation microstructures, from which we could determine
which mechanism was responsible for the plastic flow behavior
under a given set of conditions: if a single arm source operates at
the plateau in the stress–strain curve, the operation of SAS is taken
to be the governing mechanism, while the SN is the governing plas-
tic flow mechanism when dislocation nucleation is observed pre-
dominantly. As a result, SN is observed to be the controlling
mechanism for the smallest samples (150 nm diameter samples),
while SAS always form in the largest samples (1000 nm diameter
samples). As expected, the behavior at intermediate pillar sizes
depends on the initial dislocation density. Since it is more probable
for dislocations to interact at higher initial dislocation densities,
the SAS mechanism extends to smaller sizes at higher densities.

Compared to bulk fcc metals, where the flow stress increases
with increasing dislocation density due to forest hardening, the
results of our DD simulations for micropillars exhibit lower flow
stresses with increasing initial dislocation density. This is
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consistent with the findings of Lee et al. [62] who showed that
pre-straining of Au pillars dramatically reduces their flow strength.
It suggests that dislocations in micropillars are often carriers of
plasticity [63], rather than obstacles to dislocation motion
assumed in the Taylor hardening relation.

As reported previously based on experiments and other DD
results, stochastic jerky flow behavior is frequently observed in
stress–strain relations in nanopillars. Interestingly, the largest vari-
ations in flow stress are observed for intermediate sized samples,
rather than for the smallest pillars in our DD simulations. This is
caused by the fact that stochastic variation from both surface
nucleation and single arm operation would come into play in the
intermediate size in our models. However, in this work, we have
ignored other causes of stochastic behavior in the flow stress such
as impurities, surface steps. To model realistic stochastic flow
behavior, further research of other dislocation sources is needed.

The plastic deformation from both mechanisms is predicted to
be highly localized from DD results. In the surface nucleation
mechanism, dislocation nucleation occurs only at the selective
nucleation sites which have highest stress concentration factors,
because the nucleation rate is highly sensitive to the stress. In
the single arm source mechanism, the truncated Frank–Read
sources can operate for many cycles without being shut down
due to lack of obstacles on its glide plane. However, the present
analysis is still questionable regarding the immortality of the
sources in both mechanisms. Atomistic modeling and experimen-
tal observations showed that dislocation nucleation at the surface
could occur throughout whole sample, rather than at only a few
preferential sites [64–66]. In addition, recent atomistic modeling
showed that the pinning point in the form of a Lomer–Cottrell
(LC) jog could be destroyed by the rotation of the jog on its
{100} glide plane, even in the absence of the influence of other dis-
locations [67]. In our DD model, we assume that only octahedral
glide occurs without considering other possible pinning point
destruction processes, including either other slip systems or climb,
so that we overestimate the stability of these pinning points. While
our investigations provides some insights into the governing
mechanisms for deformation at small strains, the scope of its appli-
cation to the high strain regime may be limited by the lack of the
knowledge of the stability of the dislocation sources. To this end,
careful consideration of the stability of truncated source operation
is needed for realistic modeling of the high strain regime.

In the DD simulations, intermittent jerky plastic flow is evident
in the stress–strain curves, indicating cooperation of both SAS
operation and SN mechanisms as the dislocation density shows
large fluctuations with high frequency. In addition, the flow stress
eventually converges to a constant level in the absence of strain
hardening, as already shown in previous DD results [33]. For small
samples at which SN is the dominant mechanism, nucleation
occurs explosively at the critical stress so that the flow stress does
not increase further because of the large amount of plastic defor-
mation triggered by the nucleation events. For large enough sam-
ples where the SAS operates, the single armed or doubly
connected sources are stable due to the absence of dislocation
interactions at this still small scale. Since the stability of the inter-
nal dislocation sources strongly depends on the dislocation reac-
tions, strain hardening would be expected for very large pillar
sizes and very high dislocation densities, involving various disloca-
tion interactions such as dipoles, junctions, and Frank–Read
sources.
6. Conclusions

Three dimensional DD simulations have been performed in
order to investigate the governing mechanisms of size dependent
plasticity in submicron pillars. Our DD simulations, which include
a surface nucleation scheme, show that the flow stress increases
with decreasing pillar size and decreasing initial dislocation den-
sity. In addition, SN is found to be the dominant mechanism in pil-
lars with diameters less than 200 nm, while SAS operation is the
governing mechanism for plastic flow in pillars larger than 1 lm.
In between, both mechanisms occur in a stochastic way. We also
compared our DD results with continuum models for SAS and SN
and showed that SN limits the flow stress with small size depen-
dence, while SAS operation provides strong size dependence
mainly for large sized pillars. Results from both the DD model
and theoretical models are in good agreement with many experi-
ments on fcc metal pillars.
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